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Introduction

This Habilitation à diriger des recherches is an overview of some of
the works that I have been doing over the years 2020–2022 in the field
of (partially) hyperbolic dynamical systems and geometry.

Chapters 1–3 deal with frame flow ergodicity and related topics. The
main achievement is Theorem 3.2 and shows that, on even-dimensional
negatively-curved Riemannian manifolds with quasi 1/4-pinched nega-
tive sectional curvature, the frame flow is ergodic. This almost answers
a long-standing conjecture of Brin from the 70s-80s. Generalizations
of this result are discussed: first, to the case of Kähler manifolds (see
Theorem 3.6), second to general frame flows (see Theorem 3.10). In
particular, we establish an important connection between algebraic ge-
ometry (namely, the classification of algebraic maps between spheres)
and the study of certain partially hyperbolic dynamical systems ob-
tained as frame flow extensions of the geodesic flow over a negatively-
curved Riemannian manifold. We also study and prove the injectivity
of the geodesic Wilson loop operator under a low-rank assumption in
Theorem 2.3 – this operator is the analogue of the marked length spec-
trum, where metrics are replaced by connections. In turn, under the
same low-rank assumption, this solves Kac’s isospectral problem Can
one hear the shape of a drum? for connections: the spectrum of the
Bochner Laplacian does determine the connection up to gauge on a
negatively-curved Riemannian manifold for vector bundles of low rank,
see Theorem 2.8.

Chapters 4–5 are concerned with applications of microlocal tech-
niques to two specific problems in geometry and probability. Chapter
4 deals with lens rigidity of Riemannian manifolds, that is, to what
extent does the scattering map and the length of geodesics between
pair of points on the boundary determine a Riemannian manifold with
boundary? We give a positive answer to this rigidity problem in Theo-
rem 4.8 in a neighborhood of a metric with negative sectional curvature
and strictly convex boundary. In Chapter 5, we investigate the nar-
row capture problem for Lévy flights. These stochastic processes are
quite similar to the Brownian motion but are generated by the frac-
tional Laplacian and (roughly speaking) tend to “jump” more along
geodesics. We compute the asymptotics of the expected time to find
a small target the size of a geodesic ball of radius ε as ε → 0 under a
pure Lévy jump process, see Theorem 5.7. This is a well-known topic
in the field of biology as such processes model predators hunting preys
and is known as the Lévy flight foraging hypothesis.



8

An important tool that is consistently applied throughout the man-
uscript (although hidden sometimes ...) is microlocal analysis. Hence,
this monograph is at the crossroad of many fields: microlocal analy-
sis and PDEs, (partially) hyperbolic dynamical systems, Riemannian
manifolds, algebraic topology and geometry, stochastic processes. The
proofs of the main results are usually skipped but the main ingredients
are given. When the arguments are not too long nor technical, they
are written with full details. By this, we hope to make this monograph
more pleasant to read.
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1. Isometric extensions of Anosov flows

1.1. Ergodicity in dynamical systems. The theory of dynamical
systems originates from the study of classical mechanics and the de-
scription of solutions to differential equations governing the evolution
of points in phase space. A well-known historical example pioneered
by Kepler and Newton in the XVII century and later enriched with a
modern mathematical language by Poincaré in the late XIX century is
our solar system, where planets are identified with points and their mo-
tion is governed by the law of gravitation. These mechanical systems,
in the absence of a dissipative correction, share the property that they
preserve a natural volume form on the phase space.

While it is usually impossible to predict the evolution of a single tra-
jectory due to an inherent sensitivity to initial conditions, it is tempting
to adopt a statistical approach and describe the long-time behaviour of
almost all points, measured with respect to this natural flow-invariant
form. This is the slant of ergodic theory. From this perspective, a
natural property one may investigate on a given dynamical system is
the equidistribution of a generic point in phase space, namely, whether
it will spend in each region of the phase space an average time pro-
portional to its volume. Phrased in mathematical language, ergodicity
is the property that any measurable subset that is invariant by the
dynamical transformation must have zero or full measure.

These physical considerations paved the way for a more systematic
search of ergodic dynamical systems in mathematics. In a seminal ar-
ticle [Hop36], using what is now known as the classical Hopf argument,
Hopf proved that geodesic flows on closed negatively-curved surfaces
are ergodic with respect to a natural smooth measure called the Liou-
ville measure, providing one of the first rigorous examples of chaotic
systems of geometric flavour. Later, Anosov [Ano67] introduced in his
thesis the notion of uniformly hyperbolic flows (also known as Anosov
flows nowadays) and showed that they are ergodic whenever they pre-
serve a smooth measure. Moreover, he proved that all geodesic flows
on negatively-curved Riemannian manifolds are uniformly hyperbolic
and thus ergodic. From a statistical perspective, these flows are now
well understood and finer properties such as mixing or even exponen-
tial mixing are (almost) completely settled, see Liverani [Liv04] and
Tsujii-Zhang [TZ], among other references on this question.

Shortly after Anosov’s work, Brin-Pesin [BP74], Pugh-Shub [PS00],
and others, investigated more general systems exhibiting a weaker form
of hyperbolic behaviour, known as partially hyperbolic systems. While
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these dynamics still preserve some expanding and contracting direc-
tions, they also come with other neutral or central directions, in which
the map/flow may behave infinitesimally as an isometry for instance.
Historical examples of partially hyperbolic dynamics are provided by
frame flows over closed negatively-curved Riemannian manifolds, and
they will be extensively discussed in §3.

1.2. Isometric extensions of Anosov flows. Let M be a smooth
closed manifold. We recall that a vector field X ∈ C∞(M, TM) gener-
ates an Anosov flow (ϕt)t∈R if there exists a continuous flow-invariant
splitting of the tangent bundle TM = RX ⊕ Es

M ⊕ Eu
M into flow-

direction, stable and unstable bundles, and uniform constants C, λ > 0
such that for all t ≥ 0:

‖dϕtv‖ ≤ Ce−λt‖v‖, ∀v ∈ Es
M, ‖dϕ−tv‖ ≤ Ce−λt‖v‖, ∀v ∈ Eu

M,
(1.1)

where ‖ • ‖ is the norm induced by an arbitrary Riemannian metric on
M. In the following, we will further assume that X preserves a smooth
measure µ. In particular, by a standard result of Anosov [Ano67],
this implies that (ϕt)t∈R is ergodic with respect to µ. The goal of this
paragraph is to study the ergodic properties of some specific extensions
of (ϕt)t∈R which we now describe.

We let (F, gF ) be a smooth closed Riemannian manifold. A fiber bun-
dle P →M is said to be a Riemannian fiber bundle with fiber (F, gF )
is P →M is a F -fiber bundle overM which admits a reduction of its
structure group Diff(F ) to Isom(F, gF ). In particular, every fiber of P
is a smooth Riemannian manifold which is isometric to (F, gF ). Note,
however, that the total space P does not carry a priori a global metric
whose restriction to the fibers is isometric to gF . Given a Riemannian
fiber bundle p : P → M over M, we say that a flow (Φt)t∈R on P is
an extension of (ϕt)t∈R on M if the following holds:

∀t ∈ R, p ◦ Φt = ϕt ◦ p. (1.2)

We will further say that it is an isometric extension if the maps

Φt|Px : Px → Pϕtx,

are isometries for all x ∈M, t ∈ R.

Example 1.1. The two main examples are provided by principal bun-
dles and (the unit sphere of) vector bundles overM. Indeed, if P is a
principal G-bundle, where G is a compact Lie group, then every fiber is
naturally isomorphic to G and thus any choice of a bi-invariant metric
on G provides a metric on the fibers of P . Similarly, if E → M is a
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Euclidean or Hermitian vector bundle over M (with metric h), then
the unit sphere bundle

SE := {(x, f) ∈ E | x ∈M, hx(f, f) = 1}

is a Riemannian fiber bundle whose fiber is isometric to Sr−1 equipped
with the round metric, where r denotes the real rank of E .

If (Φt)t∈R is an isometric extension, then P carries a natural flow-
invariant smooth measure ω obtained locally as the product of (the
pullback of) µ wedged with the smooth Riemannian measure in the
fibers (isometric to (F, gF )). Understanding the ergodicity of (Φt)t∈R
with respect to ω is a very natural question in order to describe the
long-time statistical properties of the extended flow. As mentioned in
§1.1, an archetypal example fitting in this framework is the frame flow
over a negatively-curved Riemannian manifold (M, g), which will be
further discussed in §3 (in this case P = FM is the frame bundle and
M = SM).

Isometric extensions of Anosov flows are intrinsically more compli-
cated to study due to their lack of uniform hyperbolicity. Indeed, the
vertical direction V := ker dp (where p : P →M is the projection) now
becomes a neutral or central direction, in the sense that the differen-
tial of the flow (Φt)t∈R acts as a linear isometry on V and the tangent
bundle to P then splits as

TP = RXP ⊕ Es
P ⊕ Eu

P ⊕ V, (1.3)

where XP is the vector field generating (Φt)t∈R and Es,u
P satisfy an

expanding/contracting property similar to (1.1). Note that the sub-
bundles Es,u

P also integrate to produce a (Hölder-continuous) foliation
on P by strong stable and unstable manifolds W s,u

P , see Pesin [Pes04]
or Hasselblatt-Pesin [HP06] for the related diffeomorphism case.

The study of (Φt)t∈R fits into the theory of partially hyperbolic dy-
namical systems, which is still a very active field of research within
the theory of dynamical systems. Such systems are usually defined as
those admitting a similar splitting to (1.3) with expanding, contract-
ing and neutral directions, although it is not necessarily required that
the flow acts as an isometry on the central bundle but rather that its
expansion (resp. contraction) rate is weaker than that of the unstable
(resp. stable) bundle. We refer to [HP06] for an overview.

1.3. Structural results. We now detail some important results de-
scribing the ergodic components of the flow (Φt)t∈R.
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1.3.1. Transitivity group. Parry’s free monoid. Following Hopf’s argu-
ment in the Anosov case, it is natural to expect (at least heuristically)
that the ergodic component of an arbitrary point z ∈ P consists of all
the other points z′ ∈ P that one can reach from z by following a con-
catenation of flow- and so-called us-paths, namely, paths that are either
fully contained in a flowline of (Φt)t∈R or in a strong stable/unstable
leaf W s,u

P . The full accessibility of a flow is the property that any other
point z′ ∈ P can be reached from z by such a concatenation of paths
and it is expected that volume-preserving partially hyperbolic dynam-
ical systems are ergodic whenever they are accessible2: this is known
as the Pugh-Shub conjecture [PS00]. Under a certain additional center
bunching assumption, the Pugh-Shub conjecture was proved by Burns-
Wilkinson [BW10]. Taking advantage of the very algebraic structure
of principal G-bundle extensions of Anosov flows, Brin [Bri75b] trans-
lated the accessibility property into a key algebraic notion, called the
transitivity group: this is a subgroup H 6 G (well-defined up to conju-
gacy in the structure group G) describing all the points in a fiber that
are reachable by flow- and us-paths. We will now introduce this notion
in the slightly more general context of isometric extensions of Anosov
flows, as discussed in §1.2.

It will be convenient to fix an arbitrary periodic point x? ∈ M for
the flow (ϕt)t∈R, generating a periodic orbit γ? ⊂ M of period T?.
Denote by H the set of orbits of (ϕt)t∈R that are homoclinic to γ?,
namely, which accumulate in the past and in the future to γ?. Volume
preserving (and more generally, transitive) Anosov flows satisfy that
H is dense in M: this can be easily proved by using the shadowing
lemma and the density of periodic orbits in M. Given γ ∈ H and a
point w in the fiber P? := Px? over x?, there is a natural way to “parallel
transport” w along γ (even though γ has infinite length!) in order to
produce another point, denoted by ρ(γ)w. This construction goes as
follows (see Figure 1, and [CLb] for more details):

(1) One picks an arbitrary point x− ∈ γ ∩W u
M(x?) (i.e. such that

dM(ϕ−tx?, ϕ−tx−) → 0 as t→ +∞, and this convergence is
exponentially fast); then, in the fiber Px− over x−, there exists
a unique point w− ∈ W u

P (w) such that dP (Φ−tw,Φ−tw−) → 0
as t→ +∞. The map P? → Px− , w 7→ w− is called the unstable
holonomy.

2A refinement of this notion is the essential accessiblity, that is, accessibility up
to measure zero, but this will not be needed here.
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(2) One then “pushes” w− by the flow (Φt)t∈R until it reaches a
point w+ := ΦT (w−) over x+ ∈ γ ∩W s

M(x?), where T > 0 is
the unique time such that x+ = ϕT (x−);

(3) Eventually, applying a similar (but stable this time) holonomy
to (1), one can produce an element ρ(γ)w ∈ P?.

z?

z
−

Wu

M
(z?)

M

P

Pz?

Pz
−

'
−tz?

'
−tz−

−tw

Φ
−

Figure 1. Bottom: black lines represent flowlines of (ϕt)t∈R on
M; red lines represent strong unstable leaves. Top: black lines
represent flowlines of (Φt)t∈R on P ; blue and red parallelograms
represent fibers of P .

For the sake of clarity, it is important to have in mind that the above-
mentioned holonomies are actually parallel transports in strong stable,
unstable, flow leaves of (ϕt)t∈R with respect to a dynamical Ehresmann
connection on the Riemannian fiber bundle P → M induced by the
lifted flow (Φt)t∈R. We do not properly introduce this connection as
it will not be used in what follows. The element ρ(γ) is intrinsically
defined as an element in Isom(P?). If we identify3 isometrically the
fiber P? ' F , then ρ(γ) can be identified with left multiplication by an
element of the group Isom(F ) itself, that is, ρ(γ) ∈ Isom(F ). Hence,
introducing Parry’s free monoid4 G as the formal set of words

G :=
{
γk11 ...γ

kp
p | p ∈ N, kj ∈ N, γj ∈ H, j = 1, ..., p

}
,

we see that the above-mentioned construction produces a natural rep-
resentation

ρ : G→ Isom(F ), (1.4)

3This requires a certain choice at this stage but what follows we only depend on
this choice up to conjugacy within Isom(F ).

4A monoid is a set endowed with an associative product, a neutral element, but
no inverse.
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whose image H := ρ(G) 6 Isom(F ) is called the transitivity group.
Note that this subgroup is only well-defined up to conjugacy as it re-
quires to choose a (non-canonical) identification P? ' Isom(F ). More-
over, it can be checked that H is nothing but the holonomy group of
the dynamical Ehresmann connection on P .

The group Isom(F ) is a closed Lie group [MS39] and thus the closure
of the image of the representation H := ρ(G) is a closed Lie subgroup
[Hel01, Theorem 2.3] (well-defined up to conjugacy in Isom(F )). Since
P may not be a principal bundle, the orbit space H\P may not be a
smooth manifold but it is still a Hausdorff topological space endowed
with a natural measure ν := pr∗µF , where pr : F → H\F is the
projection and µF is the Riemannian measure on F induced by the
metric g.

1.3.2. Structural result in the general case. For the sake of simplicity,
we now assume that the flow-invariant measure µ onM is a probability
measure. The transitivity group turns out to be crucial in understand-
ing the ergodicity of the flow (Φt)t∈R as illustrated by the following
result we obtained in [Lef]:

Theorem 1.2 (L. ’21). Under the above assumptions, the followings
holds:

(i) Ergodicity: There exists an open H-invariant subset F0 ⊂ F of
full measure (with respect to µF ) such that for all x ∈ H\F0,
there exists an associated flow-invariant smooth submanifold
Q(x) ⊂ P which is a smooth Riemannian fiber bundle over M
with fiber diffeomorphic to a closed manifold Q0 (independent
of x) and such that the restriction of (Φt)t∈R to Q(x) is ergodic
(with respect to the flow-invariant smooth measure induced by
µE on Q(x)). Moreover, there exists a natural isometry

Ψ : L2(H\F, ν)
∼−→ kerL2(XP ). (1.5)

In particular, H acts transitively on the fiber F if and only if
the flow (Φt)t∈R is ergodic on P .

(ii) Mixing: If the fiber of Q(x) is not the total space of a Riemann-
ian submersion over the circle and (ϕt)t∈R is mixing, then the
restriction of (Φt)t∈R to Q(x) is also mixing. In particular, if
H acts transitively on the fiber F and F is not the total space
of a fiber bundle over the circle, then the flow (Φt)t∈R is mixing
on P .
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The extension isomorphism Ψ in (1.5) is simply defined by “pushing”
an H-invariant L2-function, defined on a certain fiber Ex? ' F , by
the flow (Φt)t∈R in order to obtain a well-defined invariant function in
kerL2(XE).

The manifold Q0 is obtained as a principal orbit for the H-action
on the fiber F , in the sense of isometric actions on Riemannian man-
ifolds (see [Lef, Section 2.3] and [DK00] for the standard terminology
in Riemann group actions). The condition that Q0 does not fiber over
the circle is sufficient but obviously not necessary for mixing as the
frame flow over a 3-dimensional hyperbolic manifold (the frame bundle
is then an S1-bundle over the 5-dimensional unit tangent bundle of the
manifold) has fiber isometric to the circle and is nevertheless mixing,
and even exponentially mixing [HM79, Moo87, GK21]. Yet, it is simple
to construct an example of an extension to a trivial S1-bundle that is
ergodic and not mixing: this is satisfied by the flow

Φt(x, θ) := (ϕt(x), θ + t mod 2π),

on P :=M× S1 for instance, see Lemma 1.3 below for a proof. This
condition can be refined a lot: for instance, if the fiber is isometric to
U(r) (which obviously fibers over S1 via the determinant map), a much
more precise sufficient condition can be given, see [CLMS22, Section
5.3].

Observe that, when a manifold is connected, a necessary condition
for it to fiber over the circle is that its fundamental group surjects
onto Z. Compact semisimple Lie groups have finite fundamental group
(see [DK00, Corollary 3.9.4]) so they never fiber over S1, which easily
implies that the extension of a mixing volume-preserving Anosov flow
to a principal G-bundle, where G is a compact semisimple compact Lie
group, is ergodic if and only if it is mixing, see the next paragraph
§1.3.3 for further details.

Let us eventually mention that some of the results of Theorem 1.2
are already contained in the literature. For instance, Brin showed that
ergodicity is equivalent to H = G in the case of principal G-bundles
[BP74, Bri75b, Bri75a] and Dolgopyat [Dol02, Corollary 4.8] had al-
ready noticed (in the case of Anosov diffeomorphisms extensions) that
semisimplicity of G implies that ergodicity is equivalent to mixing.
However, the precise structure of kerL2 XE described in (1.5) seems to
be new. More generally, results on ergodicity for isometric extensions
of hyperbolic dynamics are spread out in the literature, hard to locate,
and usually not written in a modern way.

Theorem 1.2 is also quite far from recent considerations on partially
hyperbolic dynamics [HP06, Wil10], where dynamical systems may not
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arise from such a geometric framework. Let us also stress that, since
our description of the transitivity group via Parry’s free monoid has
a more representation-theoretic flavour, it makes it also clearer that
the (non-)ergodicity of the extended flow on principal bundles is inti-
mately connected to the (non-)existence of reductions of the structure
group of the bundle, or to flow-invariant sections on certain associated
vector bundles. This will be extensively discussed in §1.4 when de-
veloping the non-Abelian Livšic theory, see Theorem 1.5 for instance.
These questions (of (non-)existence of flow-invariant sections) may then
be addressed by means of geometric identities such as the twisted
Pestov/Weitzenböck identities, and this will play a crucial role later
in our study of the ergodicity of the frame flow, see §3.

We will not attempt to prove Theorem 1.2 here and refer the inter-
ested reader to [Lef]. The proof heavily relies on microlocal analysis
and the theory of anisotropic Sobolev spaces.

We end this paragraph with the following Lemma showing the im-
portance of the condition that Q0 does not fiber over the circle:

Lemma 1.3. Let P :=M×S1 equipped with the product flow (Φt)t∈R :=
(ϕt)t∈R ⊗ (Rt)t∈R, where (Rt)t∈R denotes the rotation in the circle.
Then, (Φt)t∈R is ergodic on P and, in this case, all these sets are equal:
F = S1 = Q? = H. However, (Φt)t∈R is not mixing.

Proof. First of all, the flow (Φt)t∈R cannot be mixing since the smooth
function f(x, θ) := eiθ satisfies XPf = if , 〈f,1P 〉L2 = 0 and thus the
correlation

Ct(f, f) :=

∫
P

f ◦ Φt · f dµP = eit‖f‖2
L2 ,

does not converge to 0. Let us now show ergodicity. Let H 6 S1

be the transitivity group. Then H is either equal to S1, in which
case the flow is ergodic, or H is finite. Let us show that the latter is
impossible. Indeed, if it were the case, then by the first part of Theorem
1.2 we would get a Zk-bundle over M for some integer k ∈ Z≥0 and the
holonomy along every closed orbit γ inM would be given by e2iπpγ/k for
some pγ ∈ {0, ..., k − 1}. Now, if T is the period of a closed orbit, the
holonomy is given by eiT so it suffices to find a closed orbit with length
T such that T /∈ (2π/k)Z. By [PP90], the number of closed orbits in
the window [2πn + 1/(3k), 2πn + 2/(3k)] grows exponentially in n, so
there is a n0 large enough such that there exists at least one closed orbit
whose length is contained in that interval. This is a contradiction. �
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1.3.3. Structural result for principal bundles. We now discuss the par-
ticular case where P is a principal G-bundle over M, with G being
a compact Lie group. We will say that a flow (Φt)t∈R is a principal
extension of (ϕt)t∈R to the bundle P if it satisfies the following two
conditions:

ϕt ◦ p = p ◦ Φt, Rg ◦ Φt = Φt ◦Rg, ∀t ∈ R, ∀g ∈ G, (1.6)

where Rg : P → P denotes the fiberwise right-action of the group.
This is a particular case of isometric extensions. Such a flow then
preserves a natural smooth measure ω which can be locally written as
the (pullback of) measure onM wedged with the Haar measure on the
group.

We let P? := Px? be the fiber over an arbitrary periodic point x? used
to define homoclinic orbits. By definition, the transitivity group H is a
subgroup of the isometry group Isom(P?) of the fiber P?. Nevertheless,
it is easier in practice to identify the fiber P? with the group G itself:
for that, we fix an arbitrary element w? ∈ P? and then consider the map
Ψ : G → P?, g 7→ Rgw?. By this identification, for γ ∈ H, Ψ−1ρ(γ)Ψ
acts as an isometry of G and commutes with the right action on G (by
itself) so it is a left action on G (by itself) and can thus be identified
with an element of the group G, namely Ψ−1ρ(γ)Ψ = Lg for some
g ∈ G. We then define

Hw? := {g ∈ G | ∃γ ∈ G, Lg = Ψ−1ρ(γ)Ψ}.

In other words, the groups Hw? 6 G and H 6 Isom(P?) are simply
conjugate by the map Ψ. The group Hw? is a closed subgroup of the
compact Lie group G, hence a Lie group. Note that changing the point
w? ∈ P? by another point w′?, one gets another subgroup Hw′? that is
conjugate to Hw? in G. In order to simplify notations, we will simply
write H? := Hw? 6 G. Also note that, in the case of a principal bundle,
the set of non-principal (or singular) points is empty and the quotient
space H?\G is a smooth manifold.

Corollary 1.4. Under the above assumptions, there exists a smooth
principal H?-bundle Q → M such that w? ∈ Q, Q ⊂ P is a flow-
invariant subbundle and the restriction of (Φt)t∈R to Q is ergodic. More
generally, one has:

kerL2 XP
∼−→ L2(H?\G).

In particular, the principal bundle P admits a reduction of the structure
group to H?. If H? = G, then the flow (Φt)t∈R is ergodic. If (ϕt)t∈R is
mixing and G is semisimple, then (Φt)t∈R is also mixing.
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Proof. The proof is a straightforward consequence of Theorem 1.2. For
the last part of the statement relative to mixing, it suffices to observe
that G cannot fiber over S1 when G is semisimple. Indeed, since G
is connected, this would imply by the exact homotopy sequence that
π1(G) surjects onto Z but compacntess and semisimplicity implies that
its fundamental group is finite [DK00, Corollary 3.9.4]. �

Following Corollary 1.4, a sound strategy to prove ergodicity is there-
fore to assume that H � G is a strict subgroup and to seek a contradic-
tion. There is obviously a first topological constraint provided by the
fact that P must admit a reduction of its structure group to H. Recall
that, a principal can be seen as the data of a (homotopy class of) map
F :M→ BG, where G denotes the classifying space of G. Then P is
obtained as P = F ∗(EG), where EG is the weakly contractible space
endowed with a proper free action of G such that BG = EG/G. The
functor B being covariant, there is a natural map ι : BH → BG and a
reduction of the structure group is then simply a factorization of F by
ι according to the following diagram:

BH

ι
��

M

?
<<

F
// BG

This strategy was successfully used by Brin-Gromov [BG80] in order
to show that the frame flow is ergodic on all odd-dimensional (with
dimension 6= 7) negatively-curved Riemannian manifolds.

However, this topological argument is not always sufficient. The key
idea then is to show that whenever H 6= G, one can produce additional
flow-invariant geometric structures (sections of certain associated bun-
dles) over M using representation theory and to prove by means of
geometric arguments that such structures cannot actually exist.

1.4. Non-Abelian Livšic theory. Throughout this paragraph,M is
a smooth closed manifold endowed with a flow (ϕt)t∈R with infinitesi-
mal generator X ∈ C∞(M, TM). We assume that the flow is Anosov
and that it is transitive, namely, it admits a dense orbit but we do
not make any volume-preserving assumption. Let (E ,∇E) be a smooth
Hermitian (or Euclidean) vector bundle of rank r equipped with a uni-
tary connection ∇E and let FE →M be the orthonormal frame bundle
of E overM. As before, we let x? ∈M be an arbitrary periodic point
and set E? := Ex? . Parallel transport of sections of E along flowlines of
(ϕt)t∈R yields a partially hyperbolic flow of orthonormal frames (Φt)t∈R
on FE . Hence, by the previous paragraphs, we obtain a transitivity
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group H 6 U(E?) ' U(r) (or H 6 SO(r) in the real case) describing
completely the dynamics of (Φt)t∈R. Since the transitivity group H
acts on E? ' Fr (with F = R or C), we can define the set of vectors
that are H-invariant, namely:

(Fr)H := {v ∈ Fr | ∀h ∈ H, hv = v} .
The following non-Abelian Livšic Theorem relates H-invariant objects
to flow-invariant objects:

Theorem 1.5 (Non-Abelian Livšic Theorem, Cekić-L. ’21). The eval-
uation map

ev : C∞(SM, E) ∩ kerX→ (Fr)H , ev(f) := f(z?) ∈ Fr

is an isomorphism.

Remark 1.6. More generally, if o : Vect→ Vect is one of the natural op-
erations on the category of finite-dimensional vector spaces (symmetric,
exterior power, tensor product, dual), one gets an induced representa-
tion ρo : G→ End(o(Fr)) and the same result holds, that is,

ev : C∞(SM, o(E)) ∩ kerX→ (o(Fr))H

is an isomorphism.

Idea of proof. It is straightforward to check that the map is well-defined.
Injectivity is also easy to obtain since, if u ∈ kerX∩C∞(M, E), one has
XM |u|2 = 0 and thus |u| is constant by ergodicity of the flow (ϕt)t∈R.
Hence, if ev?(u) = u(x?) = 0, we deduce that u = 0. Surjectivity is less
easy to obtain and we refer to [CLb, Lemma 3.6] for a detailed proof.
The idea is that, given u? ∈ Eρx? , one can construct by hand a Lipschitz-
continuous section u on M such that u(x?) = u? (by “pushing” u? by
the flow along homoclinic orbits). Using our regularity result with Bon-
thonneau [GL20, Theorem 1.4], we can then bootstrap this Lipschitz
section to a smooth section. �

We now further assume that F = C in order to simplify the discus-
sion. It applies to the real case F = R with the obvious modifications
and also probably, more generally, to all vector bundles over a field of
characteristic 0. The representation ρ : G → U(E?) ' U(r) can be
decomposed into a sum of irreducible representations

E? = ⊕Ki=1E
⊕ni
?,i , (1.7)

where E?,i ⊂ E? and ni ≥ 1, each factor E?,i is G-invariant and the
induced representation on each factor is irreducible, and for i 6= j, the
induced representations on E?,i and E?,j are not isomorphic.
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We let C[G] be the formal algebra generated by G over C and let
R := ρ (C[G]). By Burnside’s Theorem (see [Lan02, Corollary 3.3] for
instance), one has that:

R = ⊕Ki=1∆niEnd(Ei),

where ∆niu = u ⊕ ... ⊕ u for u ∈ End(Ei), the sum being repeated
ni-times. We introduce the commutant R′ of R, defined as:

R′ :=
{
u ∈ End(E?) | ∀v ∈ R, v−1uv = u

}
.

We then have:

Corollary 1.7. The evaluation map

ev : C∞(SM,End(E)) ∩ kerX→ R′

is an isomorphism. In particular these spaces have same dimension,
that is

dim
(

ker∇End(E)
X |C∞(M,End(E))

)
= dim(R′) =

K∑
i=1

n2
i .

Moreover, the vector bundle E breaks up as a direct sum

E = ⊕Ki=1E
⊕ni
i ,

where (Ei)x? = E?,i as in (1.7) and each Ei is a flow-invariant vector
bundle.

Proof. It suffices to observe that R′ is precisely the set of H-invariant
endomorphisms on Cr, where the H-action is by conjugacy (the natural
induced action on endomorphisms), and to apply Theorem 1.5 with
Remark 1.6 and the functor o : E 7→ E ⊗ E∗ = End(E). �

A connection ∇E is said to be opaque with respect to the flow (ϕt)t∈R
if it does not preserve any non-trivial subbundle F ⊂ E by parallel
transport along the flowlines of (ϕt)t∈R. We then obtain the following
equivalent statements, whose proof is immediate:

Corollary 1.8. The following statements are equivalent:
(i) The connection ∇E is opaque;
(ii) ker(∇End(E)

X |C∞(M,End(E))) = C · 1E ;
(iii) The representation ρ : G→ U(E?) is irreducible.

Parallel transport with respect to ∇E along flowlines of (ϕt)t∈R gen-
erates a cocycle C overM such that

C(x, t) : Ex → Eϕt(x), (1.8)
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is the parallel transport along the segment (ϕs(x))s∈[0,t]. In a more
general setting, we may consider E1, E2 → M, two Hermitian vector
bundles, equipped with two respective unitary connections ∇E1 and
∇E2 . Recall that if ∇E2 = p∗∇E1 are gauge-equivalent, for some unitary
map p ∈ C∞(M,U(E2, E1))5, then the two induced cocycles (1.8) satisfy
the commutation relation:

∀x ∈M, ∀t ∈ R C1(x, t) = p(ϕtx)C2(x, t)p(x)−1.

We say that such cocycles are cohomologous. In particular, given a
closed orbit γ = (ϕtx0)t∈[0,T ] of the flow, one has

C1(x0, T ) = p(x0)C2(x0, T )p(x0)−1,

i.e. the parallel transport maps are conjugate.

Definition 1.9. We say that the connections ∇E1,2 are trace-equivalent
if for all primitive closed orbits γ ∈ G], we have:

Tr(C1(xγ, `(γ))) = Tr(C2(xγ, `(γ))), (1.9)

where xγ ∈ γ is arbitrary and `(γ) is the primitive period of γ.

This condition could be a priori obtained with rank(E1) 6= rank(E2).
The following result we obtained in [CLb] asserts that it is not the
case and that trace-equivalence actually implies that the cocycles are
cohomologous. It improves known results in Livšic cocycle theory (in
particular [Par99, Sch99]).

Theorem 1.10 (Cekić-L., ’21). AssumeM is endowed with a smooth
transitive Anosov flow. Let E1, E2 →M be two Hermitian vector bun-
dles overM equipped with respective unitary connections ∇E1 and ∇E2.
If the connections are trace-equivalent in the sense of Definition 1.9,
then there exists a fiberwise isometry p ∈ C∞(M,U(E2, E1)) such that:

∀x ∈M,∀t ∈ R, C1(x, t) = p(ϕtx)C2(x, t)p(x)−1, (1.10)

i.e. the cocycles induced by parallel transport are cohomologous. More-
over, E2 ' E1 are isomorphic.

Actually, for any given L > 0, it suffices to assume that the trace-
equivalent holonomy condition (1.9) holds for all primitive periodic
orbits of length ≥ L in order to get the conclusion of the theorem.
Surprisingly, the rather weak condition (1.9) implies in particular that
the bundles are isomorphic and the trace of the holonomy of unitary
connections along closed orbits should allow one in practice to classify

5Here, we denote by U(E2, E1)→M the bundle of unitary maps from E2 → E1.
Of course, it may be empty if the bundles are not isomorphic.
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vector bundles over manifolds carrying Anosov flows. Even more sur-
prisingly, the rank of E1 and E2 might be a priori different and Theorem
1.10 actually shows that the ranks have to coincide.

Theorem 1.10 has an interesting straightforward corollary. A unitary
connection is said to be transparent if the holonomy along all closed
orbits is trivial.

Corollary 1.11. AssumeM is endowed with a smooth transitive Anosov
flow. Let E → M be a Hermitian vector bundle over M of rank r
equipped with a unitary connection ∇E . Then, the following statements
are equivalent:

(i) ∇E is transparent.
(ii) Tr(C(xγ, `(γ

]))) = rank(E) for all primitive closed orbits γ] ∈
G].

(iii) E is trivial and trivialized by a smooth orthonormal family e1,...,
er ∈ C∞(M, E) such that ∇EXei = 0.
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2. Isospectral connections, Geodesic Wilson loop
operator

2.1. Geodesic Wilson loop operator. Throughout this paragraph,
(M, g) is a closed Riemannian manifold with negative sectional curva-
ture (or whose geodesic flow on its unit tangent bundle is Anosov).

2.1.1. Definition. General result. For F = R or C, we let AF denote
the moduli space of connections on finite-dimensional Euclidean (resp.
Hermitian) vector bundles over M . In other words, a point a ∈ A is a
pair a = ([E], [∇E]), where [E] →M is an isomorphism class of vector
bundles and [∇E] is a class of connections up to gauge. A point a will
be called a virtual connection. Let us also recall that the gauge group
for unitary connections on a vector bundle E is C∞(M,U(E)) and an
element p ∈ C∞(M,U(E)) acts by pullback p∗∇E := p∇E(p−1•). As
usual, the connection p∗∇E and ∇E are said to be gauge-equivalent.

Under the negatively-curved assumption, the set of (primitive) free
homotopy classes C] = {c1, c2, ...} is in 1-to-1 correspondance with the
set of (primitive) closed geodesics. Given a = ([E], [∇E]) and c ∈ C],
we introduce the notation:

Wc(a) := Tr(C(xγ, `(γ))), (2.1)

where γ is the unique (primitive) closed geodesic in the class c, xγ ∈ γ
is arbitrary, `(γ) is the length of γ and, following (1.8), C(xγ, `(γ))
denotes the holonomy of the connection ∇E along γ. Note that (2.1)
does not depend on the choice of representative in the class a, nor does
it depend on the choice of point xγ on γ.

Definition 2.1 (Geodesic Wilson Loop operator). The operator

W : AF → `∞(C]), a 7→ (Wc1(a),Wc2(a), ...), (2.2)

is called the Geodesic Wilson Loop operator (GWL operator in short)

This operator is very similar to the marked length spectrum in the
metric case, which assigns to a class c ∈ C] the length of the unique
closed geodesic in this class. In the metric case, the marked length
spectrum map is conjectured to be injective on all Anosov manifolds:
this is known as the Burns-Katok conjecture [BK85] and was partially
solved in some cases [Cro90, Ota90a, Ham99, GL19].

However, as we shall see below in Proposition 2.22, the GWL opera-
tor is never injective on even-dimensional manifolds. For surfaces, this
is quite elementary as one can take a1 := (C, d), the trivial line bundle
equipped with the flat connection, and a2 := (κ,∇LC), the canonical
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line bundle equipped with the Levi-Civita connection. It is then im-
mediate to check that W(a1) = W(a2) = 1 but a1 6= a2 since κ is not
trivial. Nevertheless, we expect the following to be true:

Conjecture 2.2 (Cekić-L. ’21). The Geodesic Wilson loop operator is
injective on odd-dimensional negatively-curved Riemannian manifolds.

We are still very far from a complete understanding of Conjecture 2.2.
However, we are able to show that the geodesic Wilson loop operator
is injective under a low-rank assumption on the vector bundle. We
proved the following result in [CLa]:

Theorem 2.3 (Cekić-L. ’22). There exists a integer qF(n) (with qR(n)
even) satisfying

qR(2p) = 2p, 2p ≤ qR(n) ≤ n < 2p+1, qC(n) = qR(n)/2, (2.3)
such that for all smooth closed connected negatively-curved Riemannian
manifolds (Mn+1, g), the geodesic Wilson loop operator

W : AF
≤qF(n) → `∞(C])

is injective.

The fact that qC(n) = qR(n)/2 simply means that complex vector
bundles of rank r should be considered as real vector bundles of rank
2r. The precise definition of qF(n) is postponed to §2.3.1 but for now,
let us mention that its exact value is unknown for n ≥ 48, unless n = 2p.
For n ≤ 47, one has qR(n) = 2p, where p is defined by (2.3), that is:
q(2) = q(3) = 2, q(4) = ... = q(7) = 4, ..., q(32) = ... = q(47) = 32.

We note that the gauge class of a connection is uniquely determined
from the holonomies along all closed loops [Bar91, Kob54] and that in
mathematical physics our operator W is indeed known as the Wilson
loop operator [Bea13, Gil81, Lol94, Wil74]. In stark contrast, Theorem
2.3 says that the restriction to closed geodesics of this operator already
determines the gauge class of the connection. The ideas of proof of
Theorem 2.3 will be explained in §2.5.1.

2.1.2. Generic local injectivity. There are also some particular cases for
which we know that the GWL operator is injective. The following result
shows the local injectivity in a neighborhood of a generic connection
and was obtained in [CLb]:

Theorem 2.4 (Cekić-L. ’21). Let (M, g) be a smooth Anosov Riemann-
ian manifold of dimension ≥ 3 and let E →M be a smooth Hermitian
vector bundle. Let a0 ∈ AE be a generic point. Then, the geodesic
Wilson loop operator (2.2) is locally injective near a0.
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By local injectivity, we mean the following: there exists N ∈ N
(independent of a0) such that W is locally injective in the CN -quotient
topology on AE. In other words, for any element ∇E

0 ∈ a0, there exists
ε > 0 such that the following holds; if ∇E

1,2 are two smooth unitary
connections such that ‖p∗i∇E

i −∇E
0 ‖CN < ε for some pi ∈ C∞(M,U(E)),

and W(∇E
1 ) = W(∇E

2 ), then ∇E
1 and ∇E

2 are gauge-equivalent.
We say that a point a is generic if it enjoys the following two features:
(A) a is opaque. Following the terminology of §1.4, this means

that for all ∇E ∈ a, the parallel transport map along geodesics
does not preserve any non-trivial subbundle F ⊂ E (i.e. F is
preserved by parallel transport along geodesics if and only if
F = {0} or F = E). This was proved in Corollary 1.8 to be
equivalent to the fact that X := π∗∇End(E)

X has 1-dimensional
kernel C · 1E (on smooth sections). Here π : SM → M is the
projection, ∇End(E) is the induced connection on the endomor-
phism bundle.

(B) a has solenoidally injective generalized X-ray transform
Π

End(E)
1 on twisted 1-forms with values in End(E). This last

assumption is less easy to describe in simple geometric terms:
roughly speaking, the X-ray transform is an operator of integra-
tion of symmetric m-tensors along closed geodesics. For vector-
valued symmetric m-tensors, this might not be well-defined,
and one needs a more general (hence, more abstract) definition
involving the residue at z = 0 of the meromorphic extension of
the family C 3 z 7→ (−X− z)−1, see §2.4.

We proved in [CL21a, CL21b] that in dimension n ≥ 3, properties (A)
and (B) are satisfied on an open dense subset ω ⊂ AE with respect to
the CN -quotient topology.6.

The ideas of proof of Theorem 2.4 will be explained in §2.5.3. Al-
though we do not explain it, we also proved in the same article [CLb]

6More precisely, there exists N ∈ N and a subset Ω ⊂ AE of the (affine) Fréchet
space of smooth affine connections on E such that ω = πE(Ω) (where πE : AE →
AE is the projection) and

• Ω is invariant by the action of the gauge-group, namely p∗Ω = Ω for all
p ∈ C∞(M,U(E));

• Ω is open, namely for all ∇E
0 ∈ Ω, there exists ε > 0 such that if ∇E ∈ AE

and ‖∇E −∇E
0 ‖CN < ε, then ∇E ∈ Ω;

• Ω is dense, namely for all ∇E
0 ∈ AE , for all ε > 0, there exists ∇E ∈ Ω

such that ‖∇E −∇E
0 ‖CN < ε;

• Connections in Ω satisfy properties (A) and (B).
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that the Geodesic Wilson loop Operator is injective on almost-flat con-
nections, that is, connections whose curvature tensor is small compared
to the minimum of the absolute value of the sectional curvature on the
Riemannian manifold.

2.1.3. Sums of line bundles. Let W1 be the restriction of the Geodesic
Wilson loop operator to line bundles. The moduli space A1 of all
connections on line bundles carries a natural Abelian group structure
using the tensor product. Recall that the topology of a line bundle is
determined by its first Chern class that is

Vect1(M) 3 [L] 7→ c1 ([L]) ∈ H2(M,Z)

is a bijection, where [L] stands for a class of isomorphic line bundles, see
[Bry93, Theorems 2.2.14 and 2.2.15]. When restricted to line bundles,
the GWL operator W1 takes value in `(C],U(1)), namely the set of
sequences indexed by primitive free homotopy classes and it is clear
that

W1 : A1 → `∞(C],U(1))

is a multiplicative group homomorphism. We have the following result,
mainly due to Paternain [Pat09]:

Proposition 2.5 (Paternain). Let (M, g) be a smooth n-dimensional
Anosov Riemannian manifold. If n ≥ 3, then the restriction of the
GWL operator to line bundles

W1 : A1 −→ `∞(C]), (2.4)

is globally injective. Moreover, if n = 2 then:

kerW1 =
{

([κ⊗k], [∇LC⊗k]), k ∈ Z
}
,

where κ→M denotes the canonical line bundle and ∇LC is connection
induced on κ by the Levi-Civita connection.

Proof. We start with a preliminary observation. Let (M, g) be a smooth
closed Riemannian manifold of dimension ≥ 3 and let π : SM → M
be the projection. Let L1 → M and L2 → M be two Hermitian line
bundles. If π∗L1 ' π∗L2 are isomorphic, then L1 ' L2 are isomorphic.
Indeed, the topology of line bundles is determined by their first Chern
class. As a consequence, it suffices to show that c1(L1) = c1(L2). By
assumption, we have c1(π∗L1) = π∗c1(L1) = c1(π∗L2) = π∗c1(L2) and
thus it suffices to show that π∗ : H2(M,Z) → H2(SM,Z) is injective
when dim(M) ≥ 3. But this is then a mere consequence of the Gysin
exact sequence [BT82, Proposition 14.33].
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Now, assume that W1(a1) = W1(a2), where a1 ∈ AL1 and a2 ∈
AL2 are two classes of connections defined on two (classes of) line
bundles. By Theorem 1.10, we obtain that the pullback bundles π∗L1

and π∗L2 are isomorphic, hence L1 ' L2 are isomorphic by the previous
observation. Up to composing by a first bundle (unitary) isomorphism,
we can therefore assume that L1 = L2 =: L. Let ∇L

1 ∈ a1 and ∇L
2 ∈ a2

be two representatives of these classes. They satisfyW(∇L
1 ) = W(∇L

2 ).
Combing Theorem 1.10 with [Pat09, Theorem 3.2], the GWL operator
WL is known to be globally injective for connections on the same fixed
bundle. Hence ∇L

1 and ∇L
2 are gauge-equivalent.

For the second claim, x = ([L], a). If W1(x) = (1, 1, ...) (i.e. the
connection is transparent), then by Theorem 1.10, one has that π∗L→
SM is trivial. By the Gysin sequence [BT82, Proposition 14.33], this
implies that c1(L) is divisible by 2g−2, where g is the genus of M (see
[Pat09, Theorem 3.1]), hence [L] = [κ⊗k] for some k ∈ Z. Moreover,
the Levi-Civita connection on κ⊗k is transparent and by uniqueness
(see [Pat09, Theorem 3.2]), this implies that a = ([κ⊗k], [∇LC⊗k]). �

Remark 2.6. The target space in (2.4) is actually `∞(C],U(1)) (se-
quences indexed by C] and taking values in U(1)) which can be seen
as a subset of U(`∞(C])), the group of unitary operators of the Ba-
nach space `∞(C]) (equipped with the sup norm). Then W1 is a group
homomorphism and Proposition 2.5 asserts that

W1 : A1 → U(`∞(C]))

is a faithful unitary representation of the Abelian group A1.

We end this paragraph with a generalization of Proposition 2.5.
There is a natural submonoid A′ ⊂ A which is obtained by consid-
ering sums of lines bundles equipped with unitary connections, that
is:

A′ := {a1 ⊕ ...⊕ ak | k ∈ N, ai ∈ A1} .
We then have the following:

Theorem 2.7 (Cekić-L., ’21). Let (M, g) be a smooth Anosov Rie-
mannian manifold of dimension ≥ 3. Then the restriction of the prim-
itive trace map to A′:

W : A′ −→ `∞(C])

is globally injective.

The proof is a combination of the non-Abelian Lišic theory (see The-
orem 1.5) and Proposition 2.5.
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2.2. Application to isospectral connections. Theorem 2.3 has an
important corollary which we now state. Given a ∈ AF, we can form
the Bochner Laplacian (or connection Laplacian) ∆E := ∇∗E∇E

7. It is a
self-adjoint operator on L2(M,E) with discrete non-negative spectrum.
We define the spectrum map as

S : AF 3 a 7→ specL2(∆E) ⊂ RZ≥0

+ . (2.5)

Note that this is a well-defined map on the moduli space, that is, it
does not depend on a choice of gauge for the connection. Following the
celebrated paper of Kac [Kac66], Can one hear the shape of a drum?
one can ask the following question: is the spectrum map (2.5) injective?
In other words, does the spectrum of the Bochner Laplacian determine
the connection up to gauge-equivalence?

This is the analogous question to the standard inverse spectral prob-
lem of recovering a metric g from the knowledge of the spectrum of
the usual Hodge Laplacian ∆g acting on functions. Among hyper-
bolic surfaces, it is known that the spectrum of the Hodge Laplacian
does not determine the metric up to isometries by a result of Vigneras
[Vig80]. Nevertheless, Sharafutdinov [Sha09] proved that the spec-
trum map is locally injective in a neighbourhood of a locally symmet-
ric Riemannian space of negative curvature. Apart from negatively-
curved spaces, other counterexamples were provided (earlier) by Mil-
nor [Mil64], Sunada [Sun85] using covering spaces, and counterexam-
ples to Kac’s isospectral question also exist for piecewise smooth pla-
nar domains [GWW92] (for the Dirichlet Laplacian). The infinitesi-
mal isospectral problem was also studied by various authors and turns
out to be injective in negative curvature [GK80, CS98, PSU14a]. It is
deeply connected to themarked length spectrum conjecture (also known
as the Burns-Katok [BK85] conjecture), see [Cro90, Ota90a, GL19]. We
refer to [Zel04, Zel14] for further details about Kac’s standard isospec-
tral problem for metrics.

Recall that a metric is said to have simple length spectrum if all
closed geodesics have different lengths. This is a generic condition with
respect to the metric, see [Abr70, Ano82]. We will derive an injectivity
result for the spectrum map (2.5) on low-rank vector bundles whenever
the underlying metric has simple length spectrum.

Theorem 2.8 (Cekić-L. ’22). For all smooth closed connected negatively-
curved Riemannian manifold (Mn+1, g) with simple length spectrum,

7Formally, this operator is only well-defined up to conjugacy if a ∈ AF is a virtual
connection.
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the spectrum map
S : AF

≤qF(n) → RZ≥0

+

is injective.

Theorem 2.8 seems to be the first result where Kac’s inverse spectral
problem can be fully solved with such an infinite-dimensional moduli
space of geometric objects (here, connections on low-rank vector bun-
dles). In particular, the situation seems to be very different from the
metric case, where counterexamples are known to exist as discussed
above. Also note that, in the general case, counter-examples to the
injectivity of the spectrum map (2.5) were constructed by Kuwabara
[Kuw90] using the Sunada method [Sun85] but on coverings of a given
Riemannian manifold (the simple length spectrum condition is thus vi-
olated). As we shall see, it is natural to conjecture that the map (2.5) is
injective on odd-dimensional manifolds, whenever the length spectrum
of (M, g) is simple.

Similarly to Theorem 2.4, the injectivity of the spectrum maps (2.5)
also holds near a generic point a0 ∈ A in the moduli space, for sums
of line bundles, and for almost-flat connections.

Proof of Theorem 2.8. Let (Mn+1, g) be a smooth closed connected
Riemannian manifold with Anosov geodesic flow and simple length
spectrum. Consider a1, a2 ∈ A, two connections with same spectrum
S(a1) = S(a2) (note that we do not require that the vector bundles are
the same; they could have different ranks a priori). The trace formula
of Duistermaat-Guillemin [DG75a, Gui73] applied to the connection
Laplacian ∆ai reads (when the length spectrum is simple):

lim
t→`(γg(c))

(t− `(γg(c)))
∑
j≥0

e−i
√
λ
(i)
j (ai)t =

`(γg(c
]))Wc(ai)

2π| det(1− Pγg(c))|1/2
, (2.6)

where
• λ(i)

j are the eigenvalues of the connection Laplacian ∆ai ,
• C is the set of free homotopy classes ofM (in negative curvature,
this set is in one-to-one correspondance with the set of closed
geodesics, that is, there exists exactly one closed geodesic γg(c)
in each free homotopy class c ∈ C),
• C] is the set of primitive orbits (i.e. going twice around the
same geodesic orbit is excluded),
• ] : C → C] is the operator giving the primitive orbit associated
to an orbit,
• Pγ is the Poincaré map associated to the orbit γ and `(γ) its
length.
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As a consequence, when the connection Laplacians are isospectral, the
left-hand side of (2.6) is the same for both connections a1 and a2, and
one obtains that

W(a1) = W(a2).

It then suffices to conclude by Theorem 2.3. �

2.3. Fiberwise algebraic sections. The key tool in the proof of The-
orem 2.3 is the study of the (fiberwise) algebraicity of flow-invariant
sections.

2.3.1. Polynomial structures over spheres. Let n ≥ 1. We call polyno-
mial structure on the sphere Sn an algebraic map Sn → G(r), where
G(r) is a real algebraic variety depending on some parameter r ∈ Z≥0.
The terminology will be justified later as these maps will naturally
appear in the context of vector bundles over the sphere. We will be
interested in the cases where G = Sr, SO(r), U(r), SU(r) or GrF(k, r),
the Grassmannian of k-planes in Fr with F = R or C. By algebraic
(or polynomial), we mean that the coordinates of F : Sn → G(r) are
polynomials in the v-variable for v ∈ Rn+1, that is, the map is the
restriction of a finite collection of polynomials (not necessarily homo-
geneous) on Rn+1 to the sphere Sn. For instance, a map Sn → SO(r) is
algebraic if all the entries of the matrices defined over Sn are polyno-
mials. Note that the Grassmannian can always be identified with the
subset of End(Fr) given by orthogonal projectors of rank k. We define
qG(n) as the least integer r ∈ Z≥0 for which there exists a non-constant
algebraic map Sn → G(r).

When r is large, it is not difficult to construct non-constant polyno-
mial mappings. For instance, the identity map Sn → Sn is an algebraic
map of polynomial degree 1. Thus, the (non-)existence of such alge-
braic maps only becomes interesting when r is smaller than n. We
shall see below, that the general notation qG(n) is actually irrelevant
and that theses integers can be determined in terms of the single num-
ber q(n) := qS(n). Computing the precise value of q(n) is still an open
question but an important result was obtained by Wood [Woo68]:

Theorem 2.9 (Wood ’68). Let n ∈ Z≥0, 0 ≤ r ≤ n− 1. Assume that
there exists a power of 2 among {r + 1, ..., n}. Then, there exists no
non-constant polynomial mapping Sn → Sr.

From Theorem 2.9, we have the following bounds:

n/2 < q(n) ≤ n, q(2k) = 2k. (2.7)

We point out that the classification of quadratic polynomial mappings
was completely settled by Yiu [Yiu94]. In particular, this provides an
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explicit upper bound q(n) ≤ q2(n), where q2(n) is the least integer
such that there exists a quadratic polynomial mapping Sn → Sr (see
[Yiu94, Theorem 4] for the precise value of q2(n)). But the general
explicit determination of q(n) seems out of reach for the moment. Using
the three Hopf fibrations S3 → S2,S7 → S4 and S15 → S8 (which
are quadratic polynomial maps), the first values of q(n) can be easily
computed and one gets

q(2) = q(3) = 2, q(4) = ... = q(7) = 4, q(8) = ... = q(15) = 15.

Although less obvious, it can also be proved that

q(16) = ... = q(31) = 16, q(47) = ... = q(32) = 32. (2.8)

The proof relies on the Hopf construction which is defined as follows:
given a bilinear map F : Rr × Rs → Rt such that |F (x, y)|2 = |x|2|y|2,
one defines H : Rr × Rs → Rt+1 by H(x, y) := (|x|2 − |y|2, 2F (x, y))
which yields a natural quadratic map Sr+s−1 → St as |H(x, y)| = 1 for
|x|2+|y|2 = 1. Given n, a fixed odd integer, the Radon-Hurwitz number
ρ(n + 1) − 1 determines the maximal number of linearly independent
vector fields on Sn. We can thus construct a Hopf map Sn+ρ(n+1) →
Sn+1 by taking F : Rn+1 × Rρ(n+1) → Rn+1 such that

F (x, y) = y0x+ y1J1x+ ...+ yρ(n+1)−1Jρ(n+1)−1x,

where J1, ..., Jρ(n+1)−1 are orthogonal almost-complex structures on Rn+1

(this corresponds to the representation of the Clifford algebra C`ρ(n+1)−1

on Rn+1). Of course, taking n = 1, 3, 7, one recovers the usual three
Hopf fibrations S3 → S2, S7 → S4 and S15 → S8.

From the Hopf construction, one can easily cook up a quadratic map
S31 → S24 and another quadratic map S24 → S16, thus giving a map
S31 → S16 of polynomial degree 4, hence proving (2.8). The same
construction works up to n = 47 but the first unknown value seems
to be q(48), that is, it is not known whether there exists a polynomial
mapping S48 → S47 (necessarily of degree ≥ 3 by [Yiu94]), see [Tot07,
Top of page 6] where this is discussed. We now derive some elementary
properties on the numbers qG(n), q(n). The following holds:

Lemma 2.10. n 7→ q(n) is non-decreasing.

Proof. Let n ≤ m and assume that q(n) > q(m). Denote by F : Sm →
Sq(m) the non-constant polynomial mapping. As F is non-constant, we
can find v ∈ Sq(m) such that Z := F−1({v}) ⊂ Sm is non-empty and
not equal to Sm. The set Z is a real affine variety so we can find a
non-singular point x0 ∈ Z. Then, there exists a geodesic circle C ⊂ Sm
passing through x0 and locally (near x0) not contained in Z. We can
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then take a linear embedding ι : Sn → Sm such that C ⊂ ι(Sn). The
map F ◦ ι : Sn → Sq(m) is non-constant algebraic so this contradicts the
definition of q(n). �

Lemma 2.11. q(n) is even.

Proof. The Hopf construction always provides a quadratic mapping
S2k+1 → S2k by taking r = 2k, s = 2, t = 2k, J ∈ Λ2R2k, an almost-
complex structure and by setting for x ∈ R2k, y ∈ R2, F (x, y) =
y1x + y2Jx. By construction, |F (x, y)|2 = |x|2|y|2, and we thus get
a quadratic map S2k+2−1 = S2k+1 → S2k.

Now, we claim that if there is a non-constant algebraic mapping
F : Sn → S2k+1, then the composition with the Hopf construction still
provides a non-constant algebraic mapping Sn → S2k+1 → S2k. There
are two cases: if F (Sn) ⊂ S2k+1 is contained in a great sphere of S2k+1,
then we actually have a non-constant algebraic map F : Sn → S2k. If
not, it suffices to use that the preimage of a point v ∈ S2k under the
Hopf mapping H : S2k+1 → S2k is the intersection of S2k+1 with a linear
subspace of R2k+2 (in particular, it is contained in a great sphere), see
[Yiu86, Theorem 1.4] for instance. �

Lemma 2.12. Assume that n ≥ 2. Then, one has:

qSO(n) = qGrR(k)(n) = 1 + q(n),

qU(n) = qSU(n) = qGrC(k)(n) = 1 + q(n)/2.

Proof. We start with the following observation: for all n ≥ 2, there are
natural algebraic (quadratic) mappings

Sn−1 → SO(n), S2n−1 → SU(n), (2.9)

obtained by taking the symmetry with respect to the R-span or C-
span of v, that is 2πv − 1Fn , where πv := 〈v, •〉v is the orthogonal
projection onto the real (resp. complex) line spanned by v, 〈•, •〉 is
the standard Euclidean or Hermitian metric on Fn. (Note that there
is also a quadratic map S4n−1 → Sp(n) in the quaternionic case). (In
the real case, the symmetry maps to O(n) instead of SO(n) when n is
even but then it suffices to multiply by a constant coefficient matrix
ε(n) ∈ O(n) with determinant −1 to get an element in SO(n). When
n is odd, we just write ε(n) = 1.)

We first deal with the real case. Assume that we have a non-constant
algebraic map F : Sn → Sq(n). Then, we can use (2.9) to produce
an algebraic map Sn → SO(n) given by v 7→ ε(n)(2πF (v) − 1Rn).
We claim that this is non-constant: indeed, if it were constant, then
πF (v) = 〈•, F (v)〉F (v) would be constant which is absurd. This gives
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qSO(n) ≤ q(n) + 1. On the other hand, assume that we have a non-
constant algebraic map F : Sn → SO(qSO(n)). Then, we can cook up an
algebraic map Sn → SO(qSO(n))→ SqSO(n)−1, where the second arrow is
obtained by taking one of the columns of the matrix. (This map is non-
constant either, otherwise the whole matrix would be constant, which
contradicts the assumption.) This gives qSO(n) − 1 ≥ q(n), and thus
qSO(n) = 1+q(n). More generally, the same argument works for GrR(k)
since there are natural maps SO(r)→ GrR(k, r) and GrR(k, r)→ SO(r)
obtained by taking respectively the projection onto the linear span of
the first k-th columns of the matrix, and the orthogonal symmetry with
respect to the k-plane.

We now deal with the complex case. Observe that, given an algebraic
map p : Sn → U(r), det p : Sn → U(1) ' S1 is also algebraic, hence
constant since n ≥ 2. Thus, up to rescaling by a constant factor, an
algebraic map Sn → U(r) is the same as an algebraic map Sn → SU(r),
which gives qU(n) = qSU(n). As in the complex case, the same argument
also gives the equality with qGrC(k)(n) by taking orthogonal projectors.
Eventually, we observe that there are algebraic mappings

Sn → U(qU(n))→ SO(2qU(n))→ S2qU(n)−1,

giving 2qU(n) − 1 ≥ 2qU(n) − 2 ≥ q(n) since q(n) is even by Lemma
2.11. Moreover, we also have

Sn → Sq(n) → U(1 + q(n)/2),

where the second arrow is given by the natural mapping (2.9) sending
v to the orthogonal symmetry with respect to the C-span of v. This
gives q(n) = 2qU(n)− 2. �

As we shall see below in §2.5, polynomial maps Sn → G(r) will
naturally appear as maps all of whose coordinates are finite sums of
spherical harmonics. Recall that the space of L2 functions on Sn breaks
up as

L2(Sn) = ⊕k≥0Ωk(Sn), Ωk(Sn) := ker(∆Sn − k(k+ n− 1)), (2.10)

where ∆Sn is the Laplacian induced by the round metric on the sphere.
Writing H`(Rn+1) for the space of homogeneous harmonic polynomials
of degree ` ≥ 0 in Rn+1, the restriction map

r : C∞(Rn+1) 3 f 7→ f |Sn ∈ C∞(Sn),

yields an isomorphism

r : H`(Rn+1)→ Ω`(Sn). (2.11)
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Hence, there is a natural identification

⊕`k=0 Ωk(Sn) ' ⊕`k=0Hk(Rn+1) ⊂ R`[v], (2.12)

where R`[v] denotes the space of polynomials in the v ∈ Rn+1 variable
of degree ≤ `. We will say that a function f ∈ C∞(Sn) has finite
Fourier content if its L2-decomposition (2.10) is a finite sum of spher-
ical harmonics. By (2.12), a map Sn → G(r) whose coordinates have
finite Fourier content is in particular a polynomial map.

2.3.2. Fourier degree of sections. The decomposition (2.10) of smooth
functions over Sn as a sum of spherical harmonics also applies to func-
tions defined on the sphere bundle SM of a Riemannian manifold
(M, g), or more generally to sections of the pull-back to SM of vector
bundles over M .

More precisely, if E := π∗E denotes the pull-back to SM of a vector
bundle E over M , its restriction to any fiber SxM ' Sn−1 is trivial, so
the restriction of any section f ∈ C∞(SM, E) to SxM can be identified
with a vector-valued function f |SxM : Sn−1 → Ex. The vertical Lapla-
cian ∆V acts on sections of E and satisfies (∆Vf)|SxM = ∆(f |SxM) for
every x ∈ M (where ∆ is the Laplacian of the round sphere). Corre-
spondingly, setting for x ∈M ,

Ωk(E)x := {f ∈ C∞(SxM, E) | ∆Vf = k(n+ k − 2)f} ,
we get a vector bundle Ωk(E) → M and the decomposition of any
section f ∈ C∞(SM, E) as f =

∑
j≥0 fj, with fj ∈ C∞(M,Ωj(E)). If

the above sum is finite, i.e. f =
∑k

j=0 fj with fk 6= 0, we say that f
has finite degree k. If the above sum only contains even (resp. odd)
spherical harmonics, i.e. f =

∑
j≥0 f2j (resp. f =

∑
j≥0 f2j+1), we say

that f is even (resp. odd).
From the description of Ωk as the set of harmonic homogeneous poly-

nomials on Rn of degree k, it easily follows that Ωk(E)x can be identified
with Sk0 (T ∗xM)⊗Ex (trace-free symmetric tensors) by the tautological
map

π∗k : Sk0 (T ∗xM)⊗ Ex → Ωk(E)x

defined as follows: if K ∈ Sk0 (T ∗xM) is a trace-free symmetric tensor of
degree k and s ∈ Ex, one defines

π∗k(K ⊗ s)(x,v) := K(v, . . . , v)sx, ∀v ∈ SxM. (2.13)

More generally, (2.13) identifies Sk(T ∗M)⊗E with ⊕j≥0Ωk−2j(E) with
the convention that Ωj(E) = {0} for j < 0.

Whenever E is equipped with a metric connection ∇E, we can con-
sider the pull-back connection π∗∇E on E := π∗E. We set X :=
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(π∗∇E)X , where X is the geodesic vector field on SM , which is nothing
but the generator of the parallel transport of sections of E with respect
to ∇E along geodesics. This operator may be seen to have the mapping
property

X : C∞(M,Ωk(E))→ C∞(M,Ωk−1(E))⊕ C∞(M,Ωk+1(E)) (2.14)

and can thus be decomposed as a sum X = X− + X+ onto each sum-
mand of (2.14). The operator X+ is elliptic and has finite-dimensional
kernel (when M is compact) whose elements are called twisted confor-
mal Killing tensors (in short, twisted CKTs). Moreover, the mapping
property (2.14) ensures that X maps even (resp. odd) sections to odd
(resp. even) sections. Elements in the kernel of X are flow-invariant ;
equivalently, they have the property of invariance under parallel trans-
port along geodesic flowlines.

2.3.3. Twisted symmetric tensors. Given a section u ∈ C∞(M,SmT ∗M⊗
E), the connection ∇E produces an element

∇Eu ∈ C∞(M,T ∗M ⊗ SmT ∗M ⊗ E).

In coordinates, if (e1, ..., er) is a local orthonormal frame for E and
∇E = d+Γ, for some one-form with values in skew-Hermitian matrices
Γ, such that ∇Eek =

∑n
i=1

∑r
l=1 Γlikdxi ⊗ el, we have:

∇E(
r∑

k=1

uk ⊗ ek) =
r∑

k=1

(
∇uk ⊗ ek + uk ⊗∇Eek

)
=

r∑
k=1

(
∇uk +

r∑
l=1

n∑
i=1

Γkilul ⊗ dxi

)
⊗ ek,

(2.15)

where uk ∈ C∞(M,SmT ∗M) and ∇ is the Levi-Civita connection. The
symmetrization operator

SE : C∞(M,⊗mT ∗M ⊗ E)→ C∞(M,SmT ∗M ⊗ E)

is defined by:

SE
(

r∑
k=1

uk ⊗ ek

)
=

r∑
k=1

S(uk)⊗ ek,

where uk ∈ C∞(M,SmT ∗M) and in coordinates, writing

uk =
n∑

i1,...,im=1

u
(k)
i1...im

dxi1 ⊗ ...⊗ dxim ,
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we have

S(dxi1 ⊗ ...⊗ dxim) =
1

m!

∑
π∈Sm

dxπ(i1) ⊗ ...⊗ dxπ(im),

where Sm denotes the group of permutations of order m. For the sake
of simplicity, we will write S instead of SE. We can symmetrize (2.15)
to produce an element DE := S∇Eu ∈ C∞(M,Sm+1T ∗M ⊗ E) given
in coordinates by:

DE

(
r∑

k=1

uk ⊗ ek

)
=

r∑
k=1

(
Duk +

r∑
l=1

n∑
i=1

Γkilσ(ul ⊗ dxi)

)
⊗ ek,

(2.16)
where D := S∇ is the usual symmetric derivative of symmetric tensors.
Elements of the form Du ∈ C∞(M,Sm+1T ∗M) are called potential
tensors. By comparison, we will call elements of the form DEf ∈
C∞(M,Sm+1T ∗M ⊗ E) twisted potential tensors. The operator DE is
a first order differential operator and the expression of its principal
symbol can be read off from (2.16), namely:

σprinc(D
E)(x, ξ)·

(
r∑

k=1

uk(x)⊗ ek(x)

)

=
r∑

k=1

(σprinc(D)(x, ξ) · uk(x))⊗ ek(x)

= i
r∑

k=1

σ(ξ ⊗ uk(x))⊗ ek(x),

where ek(x) ∈ Ex, uk(x) ∈ SmT ∗xM and the basis (e1(x), ..., er(x)) is
assumed to be orthonormal for the metric h on E. One can check that
this is an injective map, which means that DE is a left-elliptic operator
and can be inverted on the left modulo a smoothing remainder. Its
kernel is finite-dimensional and consists of smooth elements.

We recall the notation (π∗∇E)X := X. The following remarkable
commutation property holds (see [CL21a, Section 2]):

∀m ∈ Z≥0, π∗m+1D
E = Xπ∗m. (2.17)

The vector bundle SmT ∗M⊗E is naturally endowed with a canonical
fiberwise metric induced by the metrics g and h which allows to define
a natural L2 scalar product. The L2 formal adjoint (DE)∗ of DE is
of divergence type (in the sense that its principal symbol is surjective
for every (x, ξ) ∈ T ∗M \ {0}, see [CL21a, Definition 3.1] for further
details). We call twisted solenoidal tensors the elements in its kernel.
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By ellipticity of DE, for any twisted m-tensor f there exists a unique
p ∈ (kerDE)⊥∩C∞(M,Sm−1T ∗M⊗E), h ∈ C∞(M,SmT ∗M⊗E) such
that:

f = DEp+ h, (DE)∗h = 0. (2.18)

This decomposition bears resemblance with the Hodge decomposition
of differential forms; we also note that (2.18) could be extended to other
regularities. We define πker(DE)∗f := h as the L2-orthogonal projection
on twisted solenoidal tensors. This can be expressed as:

πker(DE)∗ = 1−DE[(DE)∗DE]−1(DE)∗, (2.19)

where [(DE)∗DE]−1 is the resolvent of the operator (DE)∗DE (defined
as follows: [(DE)∗DE]−1 = 0 on ker(DE)∗DE, and on the L2-orthogonal
of ker(DE)∗DE it is genuinely given by the inverse of (DE)∗DE, well
defined by Fredholm theory of elliptic operators).

2.3.4. Twisted Pestov identity. Finiteness of the Fourier degree of flow-
invariant sections. The key identity for that is the twisted Pestov iden-
tity: it is a twisted version of an energy identity on the unit tan-
gent bundle, first introduced by Mukhometov [Muk75, Muk81] and
Amirov [Ami86], then in its classical form by Pestov and Sharafutdi-
nov [PS88, Sha94] and finally stated in full generality by Guillarmou-
Paternain-Salo-Uhlmann [GPSU16]. This identity has found several
applications in the past twenty years, be it in the study of inverse
spectral problems, see Croke-Sharafutdinov [CS98], or in tensor to-
mography [PSU13].

If (E,∇E) is a vector bundle with an orthogonal connection (over
M), we write Endsk(E) for skew-symmetric endomorphisms of E and

F∇ = F∇E = (∇E)◦2 ∈ C∞(M,Λ2T ∗M ⊗ Endsk(E)),

for the curvature. Following [GPSU16, Section 3], we define V → SM
by V(x,v) := v⊥. Let FE ∈ C∞(SM,V ⊗ Endsk(E)) be defined by the
identity:

〈FE(x, v)e, w ⊗ e′〉 := 〈(F∇)x(v, w)e, e′〉, (2.20)

where (x, v) ∈ SM, e, e′ ∈ Ex, w ∈ V(x,v) = v⊥, and the metric on the
right-hand side is the tensor product metric on V(x,v) ⊗ Ex. Similarly,
we will view the Riemannian curvature tensor as an operator on V⊗E,
defined by the relation:

R(x, v)(w ⊗ e) = (Rx(w, v)v)⊗ e, w ∈ V(x, v), e ∈ Ex.
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Lemma 2.13. We have, for any orthonormal basis e1, . . . , en ∈ TxM ,
and v ∈ SxM :

FE(x, v) =
n∑
i=1

ei ⊗ F∇(v, ei). (2.21)

All the norms below are the L2-norms. In order to avoid repeti-
tions, we suppress the subscript L2. We call the following identity, the
twisted Pestov identity. It is slightly different from what [GPSU16] call
a twisted identity but the following lemma can be easily recovered from
[GPSU16, Proposition 3.5].

Lemma 2.14 (Localized Pestov identity). Let (M, g) be a Riemannian
manifold of dimension n. The following identity holds: for all k ∈ Z≥0,
u ∈ C∞(M,Ωk ⊗ E),

(n+ k − 2)(n+ 2k − 4)

n+ k − 3
‖X−u‖2 − k(n+ 2k)

k + 1
‖X+u‖2 + ‖Z(u)‖2

= 〈R∇E
Vu,∇E

Vu〉+ 〈FEu,∇E
Vu〉,
(2.22)

where Z is a first order differential operator which we do not make
explicit.

We set
QE
k (u, u) := 〈R∇E

Vu,∇E
Vu〉+ 〈FEu,∇E

Vu〉. (2.23)
The following inequality holds:

Lemma 2.15. Assume that (M, g) has sectional curvature bounded
from above by −δ < 0. Then:

QE
k (u, u) ≤ (−δk2 + kq(E))‖u‖2

L2 , (2.24)

where q(E) only depends on the curvature tensor of ∇E. In particular,
there exists an integer k0 such that QE

k (u, u) ≤ 0 for every k ≥ k0.

Proof. The proof is based on the Cauchy-Schwarz inequality. Given
u ∈ C∞(M,Ωk ⊗ E), one has:

〈R∇E
Vu,∇E

Vu〉 ≤ −δ〈∇E
Vu,∇E

Vu〉
≤ −δ〈∆E

Vu, u〉 ≤ −δk(n+ k − 2)‖u‖2.

�

Now, if f ∈ C∞(SM, E) satisfies Xf = 0, we write f =
∑

k≥0 fk with
fk ∈ C∞(M,Ωk(E)) which satisfy ‖fk‖H1 → 0 as k → ∞. Moreover,
by (2.14) writing X = X+ + X− gives

X+fk + X−fk+2 = 0, for every k ≥ 0. (2.25)
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Applying (2.22) to u = fk we get for every k > k0:

(n+ k − 2)(n+ 2k − 4)

n+ k − 3
‖X−fk‖2

L2 ≤
k(n+ 2k)

k + 1
‖X−fk+2‖2

L2 .

In particular, this implies ‖X−fk‖2
L2 ≤ ‖X−fk+2‖2

L2 for every k ≥
k0. On the other hand, ‖X−fk‖2

L2 tends to 0 as k → ∞ because
‖X−fk‖2

L2 ≤ ‖Xfk‖2
L2 ≤ ‖fk‖2

H1 → 0 by smoothness of f , so X−fk = 0
for k ≥ k0. By (2.25) we then also have X+fk = 0 for k ≥ 2 + k0, so
using (2.22) and (2.24) for u := fk shows that fk = 0 for k ≥ 2 + k0.
This gives the following result, originally proved in [GPSU16, Theorem
4.1]:

Corollary 2.16. Every f ∈ C∞(SM, E) with Xf = 0 has finite degree.

This finiteness result on the Fourier degree will play an important
role in what follows. In particular, in every fiber SxM (for all x ∈M),
such a flow invariant section f yields a fiberwise polynomial structure.

2.4. Generalized twisted X-ray transform. We explain the link
between the widely studied notion of Pollicott-Ruelle resonances (see
for instance [Liv04, GL06, BL07, FRS08, FS11, FT13, DZ16]) and the
notion of (twisted) Conformal Killing Tensors introduced in the last
paragraph. We also refer to [CL21a] for an extensive discussion about
this.

2.4.1. Definition of the resolvents. Let M be a smooth manifold en-
dowed with a vector field X ∈ C∞(M, TM) generating an Anosov
flow in the sense of (1.1). Throughout this paragraph, we will always
assume that the flow is volume-preserving. It will be important to
consider the dual decomposition to (1.1), namely

T ∗(M) = RE∗0 ⊕ E∗s ⊕ E∗u,

where E∗0(Es ⊕ Eu) = 0, E∗s (Es ⊕ RX) = 0, E∗u(Eu ⊕ RX) = 0. As
before, we consider a vector bundle E → M equipped with a unitary
connection ∇E and set X := ∇EX . Since X preserves a smooth measure
dµ and ∇E is unitary, the operator X is skew-adjoint on L2(M, E ; dµ),
with dense domain

DL2 :=
{
u ∈ L2(M, E ; dµ) | Xu ∈ L2(M, E ; dµ)

}
. (2.26)
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Its L2-spectrum consists of absolutely continuous spectrum on iR and
of embedded eigenvalues. We introduce the resolvents

R+(z) := (−X− z)−1 = −
∫ +∞

0

e−tze−tXdt,

R−(z) := (X− z)−1 = −
∫ 0

−∞
ezte−tXdt,

(2.27)

initially defined for <(z) > 0. (Let us stress on the conventions here:
−X is associated to the positive resolvent R+(z) whereas X is asso-
ciated to the negative one R−(z).) Here e−tX denotes the propagator
of X, namely the parallel transport by ∇E along the flowlines of X.
If X = X is simply the vector field acting on functions (i.e. E is
the trivial line bundle), then e−tXf(x) = f(ϕ−t(x)) is nothing but the
composition with the flow.

There exists a family Hs
± of Hilbert spaces called anisotropic Sobolev

spaces, indexed by s > 0, such that the resolvents can be meromor-
phically extended to the whole complex plane by making X act on
Hs
±. The poles of the resolvents are called the Pollicott-Ruelle reso-

nances and have been widely studied in the aforementioned literature
[Liv04, GL06, BL07, FRS08, FS11, FT13, DZ16]. Note that the reso-
nances and the resonant states associated to them are intrinsic to the
flow and do not depend on any choice of construction of the anisotropic
Sobolev spaces. More precisely, there exists a constant c > 0 such that
R±(z) ∈ L(Hs

±) are meromorphic in {<(z) > −cs}. For R+(z) (resp.
R−(z)), the space Hs

+ (resp. Hs
−) consists of distributions which are

microlocally Hs in a neighborhood of E∗s (resp. microlocally Hs in a
neighborhood of E∗u) and microlocally H−s in a neighborhood of E∗u
(resp. microlocally H−s in a neighborhood of E∗s ), see [FS11, DZ16].
These spaces also satisfy (Hs

+)′ = Hs
− (where one identifies the spaces

using the L2-pairing).
From now on, we will assume that s is fixed and small enough, and

set H± := Hs
±. We have

Hs ⊂ H± ⊂ H−s. (2.28)

and there is a certain strip {<(z) > −εstrip} (for some εstrip > 0) on
which z 7→ R±(z) ∈ L(H±) is meromorphic (and the same holds for
small perturbations of X).

These resolvents satisfy the following equalities on H±, for z not a
resonance:

R±(z)(∓X− z) = (∓X− z)R±(z) = 1E . (2.29)
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Given z ∈ C which not a resonance, we have:

R+(z)∗ = R−(z), (2.30)

where this is understood in the following way: given f1, f2 ∈ C∞(M, E),
we have

〈R+(z)f1, f2〉L2 = 〈f1,R−(z)f2〉L2 .

We will always use this convention for the definition of the adjoint.
Since the connections are unitary and the flow preserves a smooth
measure, the propagators e−tX preserve the norm in L2(M, E ; dµ). As
a consequence, the formulas (2.27) converge when <(z) > 0 and thus
we obtain the following statement that we record for future purposes:

the resonance spectrum of ±X is contained in {z ∈ C | <(z) ≤ 0}.
(2.31)

A point z0 ∈ C is a resonance for −X (resp. X) i.e. is a pole of
z 7→ R+(z) (resp. R−(z)) if and only if there exists a non-zero u ∈ Hs

+

(resp. Hs
−) for some s > 0 such that −Xu = z0u (resp. Xu = z0u).

If γ is a small counter clock-wise oriented circle around z0, then the
spectral projector onto the resonant states is

Π±z0 = − 1

2πi

∫
γ

R±(z)dz =
1

2πi

∫
γ

(z ±X)−1dz,

where we use the abuse of notation that −(X+ z)−1 (resp. (X− z)−1)
to denote the meromorphic extension of R+(z) (resp. R−(z)).

We now briefly describe the resonances at z = 0. We can write in
a neighborhood of z = 0 the following Laurent expansion (beware the
conventions):

R+(z) = −R+
0 −

Π+
0

z
+O(z).

(Or in other words, using our abuse of notations, (X + z)−1 = R+
0 +

Π+
0 /z +O(z).) And:

R−(z) = −R−0 −
Π−0
z

+O(z).

(Or in other words, (z−X)−1 = R−0 +Π−0 /z+O(z).) As a consequence,
these equalities define the two operators R±0 as the holomorphic part
(at z = 0) of the resolvents −R±(z). We introduce:

Π := R+
0 + R−0 . (2.32)

We have:
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Lemma 2.17. We have (R+
0 )∗ = R−0 , (Π

+
0 )∗ = Π−0 = Π+

0 . Thus Π is
formally self-adjoint. Moreover, it is nonnegative in the sense that for
all f ∈ C∞(M, E), 〈Πf, f〉L2 = 〈f,Πf〉L2 ≥ 0. Also, 〈Πf, f〉 = 0 if and
only if Πf = 0 if and only if f = Xu+ v, for some u ∈ C∞(M, E), v ∈
ker(X|H±).

Proof. See [CL21a, Lemma 5.1]. �

We also record here for the sake of clarity the following identities:
Π±0 R

+
0 = R+

0 Π±0 = 0,Π±0 R
−
0 = R−0 Π±0 = 0,

XΠ±0 = Π±0 X = 0,XR+
0 = R+

0 X = 1− Π+
0 ,

−XR−0 = −R−0 X = 1− Π−0 .

(2.33)

2.4.2. Generalized X-ray transform. The discussion is carried out here
in the closed case, but could also be generalized to the case of a manifold
with boundary. We introduce the operator

Π := R+
0 + R−0 ,

where R+
0 (resp. R−0 ) denotes the holomorphic part at 0 of −R+(z)

(resp. −R−(z)) and Π+
0 is the L2-orthogonal projection on the (smooth)

resonant states at 0. Such an operator was first introduced in the non-
twisted case by Guillarmou [Gui17a]. The operator Π + Π+

0 is the
derivative of the (total) L2-spectral measure at 0 of the skew-adjoint
operator X.

Definition 2.18 (Generalized X-ray transform of twisted symmetric
tensors). We define the generalized X-ray transform of twisted sym-
metric tensors as the operator:

Πm := πm∗
(
Π + Π+

0

)
π∗m.

In what follows, we will mostly use this operator with m = 1. In this
case, the operator Π1 takes a one-form valued in some bundle E , pulls
it back on the unit tangent bundle to a spherical harmonic of degree
1 twisted by some bundle (π∗1-operator), then “averages” this spherical
harmonic along the geodesic flowlines ((Π + Π+

0 )-operator) and then
selects the first spherical harmonic of this distribution in order to give
a twisted one-form on the base manifold M (π1∗-operator). When we
want to emphasize the dependence of Πm on a connection ∇E, we will
write Π∇

E

m .

Remark 2.19. This also allows to define a generalized (twisted) X-ray
transform Πm for an arbitrary unitary connection ∇E on E. Indeed,
it is not clear a priori if one sticks to the usual definition of the X-
ray transform that one can find a “natural” candidate for the X-ray
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transform on twisted tensors. For instance, one could consider the
map

C 3 γ 7→ I∇
E

m f(γ) :=
1

`(γ)

∫ `(γ)

0

(e−tXf)(xγ, vγ)dt ∈ Exγ ,

where γ ∈ C is a closed geodesic and (xγ, vγ) ∈ γ. However, this
definition does depend on the choice of base point (xγ, vγ) ∈ γ and it
would no longer be true that I∇Em (DEp)(γ) = 0 unless the connection
is transparent.

By (2.17) and (2.33), we have the equalities:

(DE)∗Πm = 0 = ΠmD
E, (2.34)

showing that Πm maps the set of twisted solenoidal tensors to itself.
We say that the generalised X-ray transform is solenoidally injec-
tive (s-injective) on m-tensors, if for all u ∈ C∞(SM, E) and f ∈
C∞(M,SmT ∗M ⊗ E)

Xu = π∗mf =⇒ ∃p ∈ C∞(M,Sm−1T ∗M ⊗ E) such that f = DEp.
(2.35)

We have the following:

Lemma 2.20. The generalised X-ray transform is s-injective on m-
tensors if and only if Πm is injective on solenoidal tensors (if this holds,
we say Πm is s-injective).

Proof. Assume that Πmf = 0 and f is a twisted solenoidal m-tensor.
Then

〈Πmf, f〉L2 = 〈Ππ∗mf, π∗mf〉L2 + 〈Π+
0 π
∗
mf, π

∗
mf〉L2 = 0.

Both terms on the right hand side are non-negative by Lemma 2.17,
hence both of them vanish, and the same Lemma implies that Ππ∗mf =
0 and Π+

0 π
∗
mf = 0. Thus Xu = π∗mf for some smooth u, so by the

s-injectivity of generalised X-ray transform we obtain f is potential,
which implies f = 0. The other direction is obvious by (2.33). �

Next, we show Πm enjoys good analytical properties:

Lemma 2.21. The operator

Πm : C∞(M,SmT ∗M ⊗ E)→ C∞(M,SmT ∗M ⊗ E)

is:
(i) A pseudodifferential operator of order −1,
(ii) Formally self-adjoint and elliptic on twisted solenoidal tensors

(its Fredholm index is thus equal to 0 and its kernel/cokernel
are finite-dimensional),
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(iii) Under the assumption that Πm is s-injective, the following sta-
bility estimates hold:

∀s ∈ R, ∀f ∈ Hs(M,SmT ∗M ⊗ E), ‖πker(DE)∗f‖Hs ≤ Cs‖Πmf‖Hs+1 ,

for some Cs > 0 and for some C > 0:

∀f ∈ H−1/2(M,SmT ∗M ⊗ E), 〈Πmf, f〉L2 ≥ C‖πker(DE)∗f‖2
H−1/2 .

In particular, these estimates hold if (M, g) has negative curva-
ture and ∇E has no twisted CKTs.

Point (3) is a quantitative improvement of the statement: Πmf =
0, f ∈ ker(DE)∗ =⇒ f = 0, i.e. it provides a stability estimate for the
X-ray transform (see Lemma 2.20 for the relation between Πm and the
X-ray transform).

Proof. The proof of the first two points follows from a rather straight-
forward adaptation of the proof of [Lef19b, Theorem 2.5.1] (see also
[Gui17a] for the original arguments); we omit it. It remains to prove
the third point.

The first estimate follows from (2), the elliptic estimate and the fact
that Πm is s-injective. The last estimate in the non-twisted case follows
from [GKL19, Lemma 2.1] (or [Lef19b, Theorem 2.5.6]) and subsequent
remarks; the twisted case follows by minor adaptations.

If (M, g) has negative curvature and ∇E has no twisted CKTs, using
Lemma 2.20 and by [GPSU16, Sections 4, 5] we get that Πm is s-
injective, proving the claim. �

2.5. Strategy of proof. In this paragraph, we explain Theorems 2.3,
2.4 and 2.7.

2.5.1. Proof under low-rank assumption. We first prove Theorem 2.3.
Now that we have all the tools at our disposal, the proof is more a
recollection of previous results.

Proof of Theorem 2.3. Given a = ([E], [∇E]) ∈ AF over M , we can
consider the lift ([E ], [∇E ]) := π∗([E], [∇E]) to SM and the induced
representation of Parry’s free monoid

ρ : G→ End(Fr)
given by parallel transport of sections along homoclinic orbits (for the
geodesic flow on SM) with respect to ∇E . Recall that the character
of a representation is defined as χρ := Tr(ρ(•)). The key point is that
equality of the Wilson loop operator W(a1) = W(a2) implies that
the representations (1.4) of Parry’s free monoid ρi : G → SO(ri) '
SO(Eix?) (or U(ri) in the complex case) have the same character, see
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[CLb, Proposition 3.18]. This is due to the fact that periodic orbits are
dense and thus by the shadowing lemma for hyperbolic flows [FH19,
Chapter 5], one can approximate homoclinic orbits by periodic ones.
Hence, by standard algebra, these representations are isomorphic, see
[Lan02, Chapter XVII, Corollary 3.8].

In other words, there is an isometry p? : E1z? → E2z? such that

ρ1 = p−1
? ρ2p?. (2.36)

This implies that the two bundles E1 and E2 have same rank r and that
both transitivity groups H1 and H2 are the same (up to conjugacy
within SO(r) or U(r)).

We can then apply the non-Abelian Livšic Theorem 1.5 with the
bundle E2 ⊗ E∗1 equipped with ∇E2 ⊗ ∇E∗1 : indeed, using Remark 1.6,
the induced representation

ρE2⊗E∗1 : G→ End (Hom(E1z? , E2z?))

given by ρE2⊗E∗1 (g)p := ρ2(g)−1pρ1(g) admits p? as a fixed point by
(2.36). Hence, by Theorem 1.5, one obtains a well-defined flow-invariant
isometry p ∈ C∞(SM,Hom(E1, E2)) such that p(z?) = p?, that is,
Xp = 0 where X = (∇E2 ⊗ ∇E∗1 )X . In particular, this implies that
E1 = π∗E1 ' π∗E2 = E2 are isomorphic over SM . If we further
assume that (M, g) has negative sectional curvature, we can apply
Corollary 2.16, to deduce that p has finite Fourier degree. Now, spec-
ifying to a point x ∈ M , the bundles E1 and E2 over SxM are trivial
and can thus be identified with Fr. Hence p defines an algebraic map
p : Sn → SO(r) (or SU(r) in the complex case) so this map has de-
gree 0 by assumption on r ≤ qF(n) and thus p descends to a smooth
isometry in C∞(M,Hom(E1, E2)), parallel with respect to the induced
connection on the homomorphism bundle, that is, ∇E2⊗E∗1p = 0. In
turn, this is the same as the gauge-equivalence of the connections. �

2.5.2. Counter-example on even-dimensional manifolds. We now show
that the Geodesic Wilson loop operator (2.2) is never injective on even-
dimensional Riemannian manifolds. We denote by ? the Hodge star
operator on a Riemannian manifold (M2n, g), and introduce Λ± :=
{α ∈ ΛnT ∗M | ?α = ±α} (if n is even) and Λ± := {α ∈ ΛnT ∗CM |
?α = ±iα} (if n is odd), the vector bundles of self-dual and anti self-
dual n-forms equipped with the natural Levi-Civita connections ∇±,
respectively. Set a+ := (Λ+,∇+) and a− := (Λ−,∇−).

Proposition 2.22. Let (M2n, g) be a negatively-curved Riemannian
manifold. Then, the pairs a+ and a− are trace-equivalent along closed
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geodesics, that is,
W(a+) = W(a−),

but a+ 6= a−.

Proof. We start by proving that a+ and a− are trace-equivalent along
closed geodesics. We argue for n even: the proof for n odd is similar up
to minor modifications. By Theorem 1.5, the equality W(Λ+,∇+) =
W(Λ−,∇−) is equivalent to the existence of an orthogonal map

p ∈ C∞(SM,Hom(π∗Λ+, π∗Λ−))

that intertwines the operators π∗∇+
X and π∗∇−X , i.e.

∀u ∈ C∞(SM, π∗Λ+), π∗∇+
Xu = p−1π∗∇−X(pu), (2.37)

so it suffices to exhibit this map. (Equivalently, (2.37) says that p
is invariant with respect to the tensor product connection induced by
π∗∇± on Hom(π∗Λ+, π∗Λ−) in the X-direction.) Introduce the com-
muting orthogonal projections Π± := id±?

2
onto Λ±, i.e. (Π±)2 = Π±,

Π+Π− = Π−Π+ = 0, and Λ± = Π±Λn. We claim that the map p
defined as follows:

p(x, v)α := 2Π−(x)
(
v ∧ ?(α ∧ v)

)
, α ∈ Λ+

x , (2.38)

is flow-invariant and that for every (x, v) ∈ SM , p(x, v) : Λ+
x → Λ−x is

an isometry. (Note that in (2.38), we have implicitly identified v with
a 1-form using the metric.)

In order to check the flow-invariance (2.37), it suffices to take a
geodesic segment γ ⊂ M tangent to v1, v2 at the points x1, x2 ∈ M ,
respectively, and observe that the parallel transport Pγ along γ satisfies
for an arbitrary α ∈ Λ+

x1
:

p(x2, v2)Pγα = 2Π−(x2)
(
v2 ∧ ?(Pγα ∧ v2)

)
= 2PγΠ

−(x1)
(
v1 ∧ ?(α ∧ v1)

)
= Pγp(x1, v1)α.

Here in the second equality we used that Pγ commutes with ?, Π−, that
it distributes over the wedge product, and that it satisfies Pγv1 = v2.
This completes the proof of the claim.

The isometry property follows from the following observation: take
an orthonormal basis (ei)

2n
i=1 of TxM such that v = e1. For an increasing

(n−1)-tuple I = (i1, i2, . . . , in−1) ⊂ {2, ..., 2n}, define α±I :=
√

2Π±e1∧
eI ; it is straightforward to check that (α±I )I is an orthonormal basis of
Λ±x . Moreover, a simple computation shows that

p(x, e1)α+
I =
√

2Π−(x)
(
e1∧?

(
?(e1∧eI)∧e1

))
=
√

2Π−(x)
(
e1∧eI

)
= α−I ,
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where in the second equality we used ?
(
? (e1 ∧ eI) ∧ e1

)
= eI , so p is

an isometry. This completes the proof that W(a+) = W(a−).

We now show that a+ 6= a−. Actually, when dimM = 4, [Λ+] 6= [Λ−],
that is, the bundles are not isomorphic: this follows from the fact that
their first Pontryagin classes p± ∈ H4(M,Z) satisfy the formula p+ −
p− = 4e, where 0 6= e ∈ H4(M,Z) is the Euler class [Wal04, Chapter 6,
Proposition 5.4(2)], which is strictly positive by the generalised Gauss-
Bonnet theorem, see [Che55, Theorem 5].

However, we can always show that a+ 6= a−, that is, the connections
are not gauge-equivalent. Indeed, the equality a+ = a− would en-
tail the existence of an isometry p ∈ C∞(M,Hom(Λ+,Λ−)) such that
p∗∇−(•) = ∇+(•) = p−1∇−(p•). In particular, restricting to an arbi-
trary point x0 ∈M , we would obtain that the holonomy representations
ρ± of the loop space ΩM (based at x0) in SO(Λ±x0) are conjugate, that
is ρ+(γ) = p−1(x0)ρ−(γ)p(x0) for every loop γ ∈ ΩM based at x0. In
particular, this holds for all γ ∈ (ΩM)0, that is, γ ∈ ΩM such that
[γ] = 0 ∈ π1(M,x0). In order to conclude, we then argue distinctly
for each possible holonomy groups arising in negative curvature (see
Berger’s classification8 [Ber53]):

(i) Generic case, Hol0(M) = SO(2n): in this case, the morphisms
ρ± factor surjectively through SO(Tx0M) ' SO(2n), which is
impossible since Λ± are irreducible non-isomorphic representa-
tions of SO(2n), see [BtD85, Chapter 6, Section 5.5]:

SO(Λ+
x0

)

(ΩM)0

ρ+
99

// //

ρ− %%

SO(2n)

OO

��
SO(Λ−x0).

(ii) Kähler case, Hol0(M) = U(n) < SO(2n): as in (1), it suf-
fices to show that the restricted representations of U(n) on Λ±

are not isomorphic and we will actually show that the restricted
representations to the center U(1) of U(n) on Λ± are not isomor-
phic. Let ρ : U(1)→ SO(2) be the standard representation; the
standard representation U(1)→ End(R2n) is given by ρ⊕ ...⊕ρ

8Berger’s classification applies to simply connected manifolds, so we need to pass
to the universal cover of (M, g), hence the restriction to the homotopically trivial
loops (ΩM)0.



50

(n times). Recall that R+(G,R), the real representation semir-
ing of a group G, is equipped with a (semi)ring homomorphism
λt : R+(G,R) 7→ R(G,R)[[t]] given by (see [BtD85, Chapter 7])

λt(ρ) := 1 + ρt+ (Λ2ρ)t2 + ...

such that λt(ρ1 ⊕ ρ2) = λt(ρ1) · λt(ρ2). Hence, in our case, for
ρ : U(1)→ SO(2) as above, we get
λt(ρ⊕ ...⊕ ρ) = λt(ρ)n

= (1 + ρt+ t2)n = 1 + ...+ cn(ρ)tn + ...+ t2n,
(2.39)

where cn(ρ) is a polynomial in the representation ρ such that

cn(ρ) = ρ⊗n + lower order terms. (2.40)

The representation of U(1) on ΛnR2n is precisely given by the
coefficient cn(ρ) in the expansion (2.39) and (2.40) shows that
this representation admits a weight n of multiplicity 1. As a
consequence, when n is even, the two real representations Λ±

cannot be isomorphic.
When n is odd, this argument needs to be slightly adapted

since we need to complexify ΛnR2n in order to obtain the de-
composition ΛnR2n ⊗R C = Λ+ ⊕ Λ−. Hence, complexifying
(2.40), we see that ΛnR2n ⊗R C is given by ρ⊗n ⊗R C+ l.o.t. =
ρ⊗nC + l.o.t., where ρC stands for the complexification of ρ. Note
that ρ : U(1) → SO(2) can already be seen as a 1-dimensional
complex representation which we denote by η (in order to avoid
confusion) and thus ρC = η ⊕ η (as complex representations),
which yields:

ρ⊗n ⊗R C = (η ⊕ η)⊗n = η⊗n + terms involving η.

(Here η⊗n is the 1-dimensional complex representation associ-
ated to the character z 7→ zn.) Since η⊗n appears with multi-
plicity 1, it implies that Λ+ 6= Λ− in this case too.

(iii) Quaternion Kähler case, Hol0(M) = Sp(n).Sp(1) < SO(4n):
same argument as in (2) (case n even) by restricting to U(1).

(iv) Octonionic (or Cayley) hyperbolic plane, that is, Hol0(M)
= Spin(9) < SO(16): the faithful representation Spin(9) →
SO(16) is given by the spinor representation ∆9 but by [Fri01,
Theorem 1], it is known that the induced representations Λp∆9

are multiplicity-free9, so ρ+ 6= ρ−.
This completes the proof. �

9This can also be checked using the LiE program.
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Remark 2.23. Set Λodd/even := Λodd/evenT ∗M , the bundle of odd/even
differential forms, and consider aodd/even := (Λodd/even,∇LC) ∈ AR,
where ∇LC is the Levi-Civita connection. Similarly to Proposition
2.22 it is straightforward to see W(aodd) = W(aeven). If n = 2, then
Λodd 6' Λeven since Λodd = Λ1T ∗M and Λeven ' R2 have distinct Euler
classes; if n > 2, then Λodd/even are in the ‘stable regime’ (they have
rank 2n−1 > n) so they are isomorphic if and only if stably isomor-
phic. Calculations indicate (private communication with O. Randal-
Williams) that Λodd/even are equal in K-theory and are hence isomorphic
for n > 2. However, by a similar argument to Proposition 2.22, we ex-
pect that aodd 6= aeven. Also, guided by the case of Λodd/even, we may
expect that Λ+ ' Λ− in higher dimensions.

The 4-dimensional case is enlightening and we detail here some com-
putations. The two trace-equivalent pairs (Λ+,∇+), (Λ−,∇−) provide
a non-trivial example of a polynomial structure over S3 which turns
out the be the usual Hopf fibration S3 → S2.
Example 2.24. Assume that dimM = 4. When restricted to the
sphere SxM over some x ∈ M and identifying Λ±x ' R3, the map
p defined by (2.38) provides a non-constant polynomial mapping p :
S3 → SO(3) which, when restricted to a column, then gives a quadratic
polynomial map S3 → S2. We claim that, in local coordinates, it is
given by the standard Hopf fibration S3 → S2 (as described in §2.3.1
for instance). Indeed, taking (e1, e2, e3, e4), an orthonormal basis of
TxM , we can use the following orthonormal basis of Λ±x (we freely
identify vectors and 1-forms via the metric):

α±1 :=
e1 ∧ e2 ± e3 ∧ e4√

2
, α±2 :=

e1 ∧ e3 ∓ e2 ∧ e4√
2

, α±3 :=
e1 ∧ e4 ± e2 ∧ e3√

2
.

(2.41)

We are looking for an expression of p(v)
(

e1∧e2+e3∧e4√
2

)
in the basis

(α−1 , α
−
2 , α

−
3 ). A quick computation shows:

p(v)
(

e1∧e2+e3∧e4√
2

)
= 2Π−

(
v ∧ ?

(
e1∧e2+e3∧e4√

2
∧ v
))

=
√

2Π−
(
(v2

1 + v2
2)e1 ∧ e2 + (v2v3 − v1v4)e1 ∧ e3 + (v1v3 + v2v4)e1 ∧ e4

−(v1v3 + v2v4)e2 ∧ e3 + (v2v3 − v1v4)e2 ∧ e4 + (v2
3 + v2

4)e3 ∧ e4

)
=
(
v2

1 + v2
2 − (v2

3 + v2
4)
)
α−1 + 2 (v2v3 − v1v4)α−2 + 2 (v1v3 + v2v4)α−3 .

Writing z0 := v1 + iv2 ∈ C, z1 = v3 + iv4 ∈ C, we thus get

p(v)
(

e1∧e2+e3∧e4√
2

)
= (|z0|2 − |z1|2, 2z0z

∗
1),
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which is the usual expression for the Hopf fibration S3 → S2.

2.5.3. Proof under generic assumption. We now explain the ideas be-
hind the proof of Theorem 2.4.

Ideas of proof of Theorem 2.4. We assume that a0 ∈ AE is a generic
point, that is, it is opaque and a has solenoidally injective generalized
X-ray transform Π

End(E)
1 . We let a be a class of virtual connections

close enough to a0. The (virtual) connections a0 and a on E induce a
connection a ⊗ a∗0 (the mixed connection) on End(E) ' E ⊗ E∗ such
that, if a = a0, then a0 ⊗ a∗0 is the usual connection induced by a0 on
End(E).

We let Xa be (a representative of) the operator induced on the bun-
dle π∗End(E) → SM by taking Xa := π∗∇End(E)

X , where ∇End(E) is
a representative of a ⊗ a∗0. Observe that for a = a0, the opacity as-
sumption implies that Xa has a unique simple Pollicott-Ruelle reso-
nant states at z = 0 given by the span of the identity map C · 1E
(where E = π∗E → SM). Hence, by smoothness of simples resonances
[Bon20], there is a well-defined map (for a close to a0) a 7→ λa, map-
ping a virtual connection a to the unique Pollicott-Ruelle resonance
near z = 0 of Xa. By construction, λa0 = 0 and λa ≤ 0 by (2.31)
(because the connection is unitary).

The key idea behind the proof of Theorem 2.4 is then to show the
following: the map a 7→ λa is strictly concave near a = a0. The proof
of this fact relies on the following: by construction, ∂aλa|a=a0 = 0, and
a computation shows that

∂2
aλa|a=a0(h, h) = −〈ΠEnd(E)

1 h, h〉L2 ,

for all tangent vectors h ∈ Ta0AE (similarly to the metric case, these
tangent vectors can be obtained as some divergence-free vectors). (The
moduli space AE can be shown to be a smooth Fréchet manifold near
generic points.) Now, using the assumption that Π

End(E)
1 is solenoidal

injective for the connection a0, we obtain by elliptic estimates that
∂2
aλa|a=a0(h, h) ≤ −C‖h‖2

H−1/2 ,

for some uniform constant C > 0. This is what proves the local strict
concavity of the functional a 7→ λa, and thus, we have a bound of the
form ‖a− a0‖2 ≤ Cλa, for some C > 0.

Then, the conclusion of the proof is immediate: if a is close to a0 and
is such that W(a0) = W(a), we know by the Livšic cocycle Theorem
1.10 that there exists a map p ∈ C∞(SM,U(E)) (where E = π∗E) such
that

∀z ∈ SM, ∀t ∈ R, C0(z, t) = p(ϕtx)C(z, t)p(x)−1,
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where C0 and C denote the respective parallel transport along geodesic
flowlines with respect to a0 and a. But equivalently, this means that
p is in the kernel of Xa and since p is smooth, it is a Pollicott-Ruelle
resonant state forXa. Hence, λa = 0 and the above discussion involving
the concavity argument yields a = a0. This concludes the proof. �
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3. Frame flow ergodicity

3.1. Statement of the problem. Main result. Let (Mn, g) be
a closed connected oriented n-dimensional Riemannian manifold with
negative sectional curvature. Let SM := {(x, v) ∈ TM | |v|g = 1} be
the unit tangent bundle over M and let

FM := {(x, v, e2, ..., en) | (x, v) ∈ SM,

(v, e2, ..., en) oriented orthonormal basis of TxM}

be the principal SO(n)-bundle (overM) of oriented orthonormal frames.
We can also consider π̂ : FM → SM, (x, v, e2, . . . , en) 7→ (x, v)

as a principal SO(n − 1)-bundle over SM , that is, a point w ∈ FM
over (x, v) = π̂(w) corresponds to an orthonormal frame (e2, . . . , en) of
the orthogonal complement v⊥ ⊂ TxM . Denoting by ∇ the Levi-Civita
connection onM , the geodesic flow (ϕt)t∈R is defined on SM by setting
for t ∈ R, (x, v) ∈ SM , ϕt(x, v) := (γx,v(t), γ̇x,v(t)), where t 7→ γx,v(t) is
the unit-speed curve on M solving the geodesic equation ∇γ̇x,v γ̇x,v = 0
with initial conditions γx,v(0) = x, γ̇x,v(0) = v.

The frame flow (Φt)t∈R on FM is then defined as follows:

Φt(x, v, e2, ..., en) := (ϕt(x, v), τx,v(t)e2, ..., τx,v(t)en),

where τx,v(t) denotes the parallel transport along the segment γx,v([0, t])
of geodesic with respect to the Levi-Civita connection ∇. Note that
(Φt)t∈R is a typical exemple of an isometric extension over the geodesic
flow as introduced in §1.2, so it is in particular a partially hyperbolic
dynamical system.

Moreover, since the geodesic flow (ϕt)t∈R preserves the Liouville mea-
sure µ on SM , the frame flow (Φt)t∈R preserves a smooth measure ω
on P induced by µ and the Haar measure on SO(n− 1). It is therefore
natural to study the ergodicity of the frame flow with respect to the
smooth measure ω.

It was first shown by Brin [Bri75b] (for n = 3) and later by Brin-
Gromov [BG80] (for n odd and different from 7) that negatively-curved
n-dimensional manifolds have an ergodic frame flow. As already men-
tioned at the end of §1.3.3, once the dynamical framework is settled,
the proof boils down to a (non-trivial) statement in algebraic topology
on the classification of topological structures over even dimensional
spheres. It is however hopeless to expect all negatively-curved man-
ifolds to have an ergodic frame flow: indeed, it can be checked that
Kähler manifolds of real dimension n = 2m ≥ 4 such as compact quo-
tients Γ\CHm of the complex hyperbolic space (where Γ 6 Isom(CHm)
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is a lattice) do not have an ergodic frame flow10 due to the reduction of
their holonomy group from SO(n) to U(m). This is discussed at length
in §3.4.

Denoting by κg(u∧v) the sectional curvature of the 2-plane spanned
by u, v ∈ TM , we will say that (M, g) has δ-pinched negative curvature
for some δ ∈ (0, 1] if there exists a constant C > 0 such that the
following inequalities hold:

−C ≤ κg(u ∧ v) ≤ −Cδ.
Note that, up to rescaling the metric, one can always assume that
C = 1. Since Kähler manifolds are at most 0.25-pinched by a result of
Berger [Ber60], Brin [Bri82] stated the following natural conjecture:

Conjecture 3.1 (Brin ’82). If (M, g) is δ-pinched for some δ > 0.25,
then the frame flow is ergodic.

More generally, Brin conjectures in the same article (see [Bri82, Con-
jecture 2.9]) that the frame flow should be ergodic as long as there is
no reduction of the holonomy group of the manifold. However, up
to now, ergodicity of the frame flow in dimension 7 and on even-
dimensional manifolds was only known for nearly-hyperbolic manifolds,
that is, manifolds with a pinching δ very close to 1: strictly greater
than 0.8649... in even dimensions different from 8, due to Brin-Karcher
[BK84], and strictly greater than 0.9805... in dimensions 7 and 8, due
to Burns-Pollicott [BP03]. There has been no progress on Conjecture
3.1 in the past twenty years, until our result in [CLMS]. We introduce
the number δ(n) given by:

δ(4) = 0.2928..., δ(6) = 0.2823..., δ(7) = 0.4962...,

δ(8) = 0.6212..., δ(134) = 0.6716...,

and for n ≥ 10, n 6= 134, n ≡ 2 mod 4:

δ(n) =
2
3

√
3(n2−1)+

1
2

3(n+1)+
2
3

√
3(n2−1)−1

2

and for n ≥ 12, n ≡ 0 mod 4:

δ(n) =
n+5+

8
3

√
(n−1)(n+2)+

2(n+2)(n+4)
3(n+1)(n+6)

(
n+3+

4
3

√
3(n2−1)

)
3(n+1)+

8
3

√
(n−1)(n+2)+

2(n+2)(n+4)
3(n+1)(n+6)

(
5n+3+

4
3

√
3(n2−1)

) .
10This may be seen as follows: the complex structure J of a

Kähler manifold commutes with parallel transport τx,v(t), so the set
{(x, v, e2, ..., en) ∈ FM | gx(Jv, e2) ≥ 0} is invariant and has positive, but not full
measure. In the even-dimensional case, the situation therefore requires additional
care.
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Asymptotically, δ(4` + 2) →`→∞ 0.2779... and δ(4`) →`→∞ 0.5572....
Moreover, the sequence (δ(4`+2))`≥2 is increasing and δ(10) = 0.2725...,
while (δ(4`))`≥3 is decreasing and δ(12) = 0.5948....

Theorem 3.2 (Cekić-L.-Moroianu-Semmelmann, ’21). Let (Mn, g) be
a closed n-dimensional negatively-curved oriented Riemannian mani-
fold with δ-pinched curvature and n ≥ 3. Then the frame flow is ergodic
if:

(i) n is odd and n 6= 7 [BG80],
(ii) n is even or n = 7 and δ > δ(n).

The numerical value of δ(n) is depicted in Figure 3 for n ∈ {4, ..., 150}.

0 20 40 60 80 100 120 140
n

0.2

0.4

0.6

0.8

1.0

δ(n)

Figure 2. In green: the bounds existing in the literature [BG80,
BK84, BP03]. In orange: the bounds provided by Theorem 3.2. In
blue: the conjectural 0.25 threshold.

While former attempts to prove Conjecture 3.1 were mostly based
on algebraic topology or on the geometry of the universal cover of the
manifold, the strategy of proof for Theorem 3.2 is different and relies
on the introduction of new ideas from Riemannian geometry. More
precisely, we make systematic use of the twisted Pestov identity (2.22).
Our argument consists of three distinct parts, each of them belonging
to a different area of mathematics:

(i) Hyperbolic dynamical systems: the frame bundle π̂ : FM →
SM is a principal SO(n−1)-bundle; by Theorem 1.2, using the
hyperbolic structure of the geodesic flow, the non-ergodicity
of the frame flow entails the existence of a transitivity group
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H � SO(n−1) and an H-principal subbundle FM ⊃ Q→ SM
which is an ergodic component of the frame flow, see §1.

(ii) Algebraic topology: in particular, restricting to an arbitrary
point x0 ∈ M , one obtains an H-subbundle Qx0 → Sx0M '
Sn−1 of the frame bundle of Sn−1; this is already a strong topo-
logical constraint, called reduction of the structure group of the
sphere, which rules out most possible cases for the subgroup H,
see Corollary 1.4.

(iii) Riemannian geometry: when topology is not sufficient to
rule out the existence of a structure group reduction, we show
that, using the non-Abelian Livšic Theorem 1.5, and according
to the possible values of H, one can produce a smooth flow-
invariant section f ∈ C∞(SM, E), where E = π∗ΛpTM (with
p = 1, 2, 3) or E = π∗S2TM , and π : SM → M is the pro-
jection. In turn, the existence of such object can be ruled out
by means of the twisted Pestov identity (2.22) whenever the
pinching δ is sufficiently large, see §3.3.2.

Three exotic dimensions appear in this setting: n = 7, 8, and 134.
They correspond to special topological structures possibly carried by
the spheres S6,S7, and S133, respectively. The induced flow-invariant
sections obtained in point (3) above then take values in π∗ΛpTM for
p = 2, 3. It is more difficult to rule out the existence of such objects and
our method requires a larger pinching than in other cases, see Figure 3
(for instance, the orange dot on the right-hand side corresponds to the
case n = 134).

On the other hand, when n ≡ 2 mod 4, the maximal number of lin-
early independent vector fields on the sphere Sn−1 is 1, which simplifies
our analysis and eventually yields a flow-invariant section of π∗TM ,
whereas in the case n ≡ 0 mod 4, it is at least 3 and we get a flow-
invariant orthogonal projector which is a section of π∗S2TM .

3.2. Topological reduction. Assuming that the frame flow is not
ergodic, the transitivity group H is a strict subgroup of SO(n − 1)
and by Theorem 1.2 (and Corollary 1.4), there exists an H-principal
bundle Q ⊂ FM over SM . Restricting Q to the fiber SxM ' Sn−1

over some x ∈ M defines an H-principal bundle Qx ⊂ F (Sn−1) over
SxM , i.e. a structure group reduction of the orthonormal frame bundle
of the round sphere to H. We already described briefly reduction of
structure groups in §1.3.3.

Alternatively, this can be seen as follows: since the two hemispheres
of Sn−1 are contractible (hence, any bundle over these is trivial), an
SO(n − 1)-principal bundle over Sn−1 is simply given by the data of
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a clutching function c at the equator c : Sn−2 → SO(n − 1), taking
values in SO(n− 1), and defined up to homotopy (equivalently, c is an
element of the homotopy group πn−2(SO(n− 1))). The bundle admits
a reduction of its structure group to H 6 SO(n−1) if c can be factored
through H (here ι : H → SO(n− 1) is the embedding):

H

ι
��

Sn−2

c0

99

c
// SO(n− 1)

This fact alone has already strong topological consequences. Indeed,
using the work of Adams [Ada62], Leonard [Leo71], and Čadek–Crabb
[ČC06], one can prove:

Proposition 3.3. The following holds:
(i) If n ≥ 3 is odd and n 6= 7, there is no reduction of the structure

group of Sn−1 to a strict subgroup of SO(n− 1).
(ii) For all other n ≥ 4, if there exists a reduction of the structure

group of Sn−1 to a strict subgroup H of SO(n − 1), then up to
conjugation, H is contained in one of the following subgroups
K of SO(n− 1):
• If n = 7, K = U(3) ⊂ SO(6);
• If n = 8, K = G2 or K = SO(p)×SO(7−p) ⊂ SO(7) with
p = 1, 2, 3;
• If n = 134, K = E7 ⊂ SO(133) or K = SO(132) ⊂

SO(133);
• If n ≡ 2 mod 4, n 6= 134, K = SO(n− 2) ⊂ SO(n− 1);
• If n ≡ 0 mod 4, n 6= 8, K = SO(p) × SO(n − 1 − p) ⊂

SO(n− 1) with 1 ≤ p ≤ (n− 2)/2.

Note that the Brin–Gromov result [BG80] about the ergodicity of
the frame flow on negatively curved compact Riemannian manifolds in
odd dimensions different from 7 is a direct consequence of Corollary
1.4 and Proposition 3.3 (1) (which was proved by Leonard [Leo71]).

Remark 3.4. Let us also point out that, unlike other topological re-
ductions which do appear, we actually do not know whether the E7-
structure on S133 exists or not. This is still an open question.

We will now use the discussion of §1.4 in order to produce new flow-
invariant geometric objects whenever the flow is not ergodic, that is,
whenever the transitivity group H is strictly contained in SO(n − 1).
There is a natural associated vector bundle V = FM ×ρ Rn−1 → SM ,
given by the canonical representation ρ : SO(n − 1) → Aut(Rn−1),



60

called the normal bundle. This bundle is also isomorphic to the vertical
bundle of the spherical fibration SM → M , that is, the vector bundle
whose fiber at (x, v) ∈ SM is the (n−1)-dimensional space v⊥ ⊂ TxM .
There is a natural way to parallel transport sections of this bundle
along geodesic flowlines with respect to the (lift of the) Levi-Civita
connection and, therefore, it makes sense to talk about flow-invariant
sections.

The key point is then that for each group K occurring in Proposition
3.3 (2), one can find non-zero K-invariant vectors in some tensorial
representations. More precisely:

• U(3) ⊂ SO(6) preserves a non-zero 2-form in Λ2R6;
• G2 preserves a non-zero 3-form in Λ3R7;
• E7 ⊂ SO(133) preserves a non-zero 3-form11 in Λ3R133;
• SO(n− 2) ⊂ SO(n− 1) preserves a unit vector in Rn−1;
• For 1 ≤ p ≤ (n − 2)/2, SO(p) × SO(n − 1 − p) ⊂ SO(n − 1)
preserves the orthogonal projection of Rn−1 onto Rp.

Following §1.4 and applying the non-Abelian Livšic Theorem 1.5, this
implies in turn that in all these cases, one can produce a smooth par-
allel (with respect to the dynamical connection) object over SM . In
particular, this object is flow-invariant:

Theorem 3.5. If the frame flow of M is not ergodic, there exists a
non-vanishing flow-invariant section f ∈ C∞(SM, E), where E is one
of the following bundles:

(1) E = V , (2) E = Λ2V for n = 7,
(3) E = Λ3V for n = 8 or n = 134, (4) E = S2V .

For instance, if n = 7, H 6 U(3) and thus H fixes a an element Λ2R6

which is an almost complex structure, namely, a skew-symmetric endo-
morphism squaring to −1R6 . In turn, this gives rise to the existence of
a flow-invariant section f ∈ C∞(SM,Λ2V) of constant algebraic type,
that is, such that for every (x, v) ∈ SM , f(x, v) is a skew-symmetric
endomorphism on v⊥ squaring to −1v⊥ . Our aim is now to show that,
under some pinching condition, one can rule out the existence of such
a flow-invariant geometric structure on the unit tangent bundle SM .

3.3. Degree of flow-invariant sections. The existence of flow in-
variant structures provided by Theorem 3.5 is not enough to obtain

11Indeed, the embedding of E7 in SO(133) is obtained via the adjoint represen-
tation of E7 on its Lie algebra e7 = R133, so E7 preserves the canonical 3-form of
e7.
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a contradiction. Indeed, such objects do actually exist in some set-
tings as we shall see below in §3.3.1. However, under some pinching
condition and using Fourier analysis on SM , one can actually describe
very accurately the analytic properties of flow-invariant objects. This
is eventually what will give us the contradiction we are seeking.

3.3.1. Examples. Link with Killing forms. We describe some examples
of flow-invariant sections of finite degree.

(1) Tautological section. The tautological section, defined by
s(x, v) := v, is a flow-invariant section of the pull-back bun-
dle π∗TM over SM of Fourier degree 1. Flow-invariance is
understood as above in the sense that Xs = 0, where X =
(π∗∇)X and ∇ = ∇TM is the Levi-Civita connection on TM .
Equivalently, s corresponds to the identity endomorphism idTM ,
viewed as a section of S1(T ∗M)⊗TM , via the mapping (2.13),
namely, π∗(idTM)(x,v) := idTxM(v) = v. We use the notation
S1(T ∗M) to insist on the fact that one could consider more
general objects φ in Sp(T ∗M) ⊗ TM as in (2.13), and then
the mapping to the unit tangent bundle would yield a section
(x, v) 7→ φx(v, ..., v) ∈ π∗TM .

(2) Normal bundle. The normal bundle V on SM is naturally
identified with a subbundle of π∗(TM) of codimension 1: as
already mentioned, it is in fact the subbundle s⊥ orthogonal to
the tautological section s. Any section f ∈ C∞(SM,V) which
has Fourier degree 1 as a section of π∗(TM) corresponds to an
endomorphism φ of TM via the above identification f(x,v) =
π∗(φ)(x,v) = φx(v), which further satisfies g(φ(v), v) = 0 for ev-
ery v ∈ SM , i.e. it is skew-symmetric.

(3) Exterior forms. More generally, if ω is a (p+ 1)-form on M ,
it can be viewed as a p-form on SM taking values in the normal
bundle V by defining π∗ω ∈ C∞(SM,ΛpV) as π∗ω(x,v) := vyωx
(interior product with v). Conversely, a section of Fourier de-
gree 1 of π∗(Λp(T ∗M)) which takes values in the subbundle
ΛpV of π∗(Λp(T ∗M)), corresponds to a (p+ 1)-form on M . In-
deed, if ω ∈ C∞(M,S1(T ∗M) ⊗ Λp(T ∗M)) has the property
that (π∗ω)(x,v) ∈ Λp(V) for every v ∈ SM , this just means that
ω is totally skew-symmetric as a covariant (p+ 1)-tensor.
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(4) Flow-invariance and Killing forms. It can be easily checked
that the flow-invariance condition Xπ∗ω = 0 translates into

∇TM
v ω(v, •, ..., •) = 0,

for every v ∈ TM , that is, the covariant derivative of ω is totally
skew-symmetric. Such a form is called a Killing form on M .
A typical example where such a situation occurs with p = 1
is the case of a Kähler manifold (M, g, J), where J2 = −1TM
is the almost-complex structure satisfying ∇TMJ = 0. Since J
is skew-symmetric, it defines an element of Λ2(T ∗M). Setting
f(x,v) := π∗(J)(x,v) = Jxv, the above discussion shows that f ∈
C∞(SM,V) is flow-invariant. In turn, by §1.4, this shows that
the transitivity group H cannot be equal to SO(n− 1) since it
has to fix at least one invariant vector, that is, H 6 SO(n− 2),
hence showing that the frame flow is not ergodic.

3.3.2. Bounding the degree via the Pestov identity. We will now explain
the last steps in the proof of Theorem 3.2. Assuming that the frame
flow is not ergodic, Theorem 1.2 (and Corollary 1.4) implies that the
transitivity group H is a strict subgroup of SO(n− 1), so by Theorem
3.5 there exists a non-vanishing section f ∈ C∞(SM, E), where E =
ΛpV ⊂ π∗(Λp(T ∗M)) (with p = 1, 2, 3) or E = S2V ⊂ π∗(S2(T ∗M)),
satisfying Xf = 0. The ultimate goal is to prove that f is of degree 1
under some pinching condition.

Corollary 2.16 shows that if the frame flow of (M, g) is not ergodic,
the non-vanishing flow-invariant section f ∈ C∞(SM, E) given by The-
orem 3.5 has finite degree. The idea is that under a suitable pinching
hypothesis, one can show that the section f has degree 1. By §3.3.1, it
defines a Killing form onM , the existence of which is obstructed either
by negative curvature, or by its algebraic properties. We now explain
the remaining arguments leading to Theorem 3.2 in cases (1)–(3)12 of
Theorem 3.5.

End of the proof of Theorem 3.2. The proof is divided into three steps.

Step 1. We first show by topological arguments that the section
f given by Theorem 3.5 is odd. For instance, in case (1), if non-
zero, the restriction of the even part of f to a fiber of SM defines a
constant length vector field on Sn−1 of even degree, thus a polynomial
map ξ : Sn−1 → Sn−1 satisfying ξ(v) = ξ(−v) for every v ∈ Sn−1. In
particular, the topological degree of ξ is even. On the other hand ξ is

12Case (4) is slightly more technical and we refer to [CLMS, Section 4] for further
details.
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homotopic to the identity via
[
0, π

2

]
3 t 7→ ξt(v) := cos(t)ξ(v)+sin(t)v,

so its topological degree is 1, which is a contradiction.
In cases (2) and (3), since the space of K-invariant elements in

ΛpRn−1 is 1-dimensional for (K, p, n) in the list (U(3), 2, 7), (G2, 3, 8),
and (E7, 3, 134), we deduce that f is either even or odd from the begin-
ning. Assuming that it is even, we can again restrict the flow-invariant
section f to a fiber of SM : this yields a p-form ω on Sn−1 (with p = 2
for n = 7 and p = 3 for n = 8 or n = 134), satisfying ω(v) = ω(−v)
for every v ∈ Sn−1. However, the tangent spaces TvSn−1 and T−vSn−1

at antipodal points are equal as vector spaces, but have opposite ori-
entations, so for every v ∈ Sn−1, the stabilizer of ω(v) would contain
elements in O(v⊥) \ SO(v⊥), which contradicts the last statement in
Theorem 3.5.

Step 2. Under some curvature pinching assumption, we then show
that the degree of f must be strictly smaller than 3, hence precisely
equal to 1 by the first step. This is the key point of the proof, and is
based on subtle estimates in the curvature term QE

k appearing in the
right-hand side of the twisted Pestov identity (2.22). In order to keep
the discussion simple, we will only give the main idea. Decomposing
the flow-invariant section f = fk +fk−2 + ...+f1, where fk 6= 0 and k is
odd, and setting u := fk 6= 0, we see by (2.14) that the flow-invariance
Xf = 0 implies X+u = 0, that is, u is a twisted conformal Killing
tensor. Applying (2.22), we thus obtain:

0 ≤ (n+k−2)(n+2k−4)
n+k−3

‖X−u‖2 + ‖Zu‖2 = QE
k (u, u) ≤ F (k, δ)‖u‖2, (3.1)

where F (k, δ) is the maximum of the symmetric bilinear form QE
k on

the unit sphere of Ωk(E). As (2.24) indicates, it can be shown that for
fixed δ, the sequence k 7→ F (k, δ) decreases to −∞. Hence, there is a
k(δ) such that for all k ≥ k(δ), F (k, δ) < 0. In turn, this implies by
(3.1) that u ≡ 0 which contradicts the assumption that u 6= 0. Now, it
can be checked that the function δ 7→ k(δ) is a decreasing function, and
that there exists δ(n) < 1 such that for δ > δ(n) sufficiently close to 1,
k(δ) < 3. Hence, we conclude that whenever δ > δ(n), if the twisted
conformal Killing tensor u in (3.1) is of degree ≥ 3, it must vanish iden-
tically. This is a contradiction and thus u is of degree 1 by the first step.

Step 3. Once we have established that the Fourier degree of the
flow-invariant section f ∈ C∞(SM,ΛpV) is 1, following §3.3.1, we know
that f defines a Killing (p+ 1)-form on M , with p ∈ {1, 2, 3}, that is a
(p+ 1)-form ω such that ∇TM

v ω(v, •, ..., •) = 0. The first two cases are
ruled out by [BMS20], while we use some ad-hoc arguments in order to
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show that such special Killing 4-forms vanish identically (see [CLMS,
Lemma 3.13]). �

3.4. Unitary frame flows. We now discuss the case of complex man-
ifolds. Let (M2m, g) be a smooth closed (compact, without bound-
ary) Kähler manifold with negative sectional curvature and real di-
mension 2m ≥ 4. In this case, the holonomy group of M is given by
Hol(M) = U(m) < SO(2m) and the transitivity group is always a sub-
group H 6 U(m − 1) < SO(2m − 1). As a consequence, the usual
frame flow is never ergodic. However, one can consider the reduced
frame flow of complex unitary frames and ask about its ergodicity.
This is the content of the present paragraph.

We let FCM → M be the principal U(m)-bundle of unitary bases
over M . A point w ∈ FCM over x ∈ M is the data of an orthonormal
basis (v, e2, ..., em)x of (TxM,hx), where hx(•, •) = gx(•, •)+igx(•, Jx•)
is the canonical Hermitian inner product on the fibres of TM , and J is
the integrable almost-complex structure on TM . Equivalently, we will
see FCM as a principal U(m − 1)-bundle over SM by the projection
map p : FCM → SM defined as p(v, e2, ..., em−1)x = (x, v).

The unitary frame flow on FCM is then defined as

Φt(x, v, e2, ..., em) := (ϕt(x, v), Pγx,v(t)e2, ..., Pγx,v(t)em), (3.2)

where Pγx,v(t) : TxM → Tγx,v(t)M is the parallel transport along γx,v
with respect to the Levi-Civita connection.

While the geodesic flow (ϕt)t∈R is well-known to be ergodic [Hop36,
Ano67] with respect to the Liouville measure on SM , the ergodicity
of the frame flow (Φt)t∈R with respect to the natural flow-invariant
smooth measure ω, that is, the Liouville measure wedged with the Haar
measure on the group U(m− 1), is still an open question (similarly to
the real case). It was proved by Brin-Gromov [BG80] that this flow
is ergodic whenever dimCM is odd but the even-dimensional case has
remained open so far. We bring here a first positive answer when
dimCM is even.

Recall that the holomorphic curvature of (M, g) is defined as

H(X) := R(X, JX, JX,X), (3.3)

for all unitary vectors X ∈ TM , where R is the Riemann curvature
tensor of (M, g). The manifold is said to be holomorphically λ-pinched
if there exists a constant C > 0 such that

− C ≤ H ≤ −Cλ. (3.4)

The manifold is said to be strictly λ-pinched if the inequalities in (3.4)
are strict.
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In order to state our main result, we need to introduce a specific
function m 7→ λ(m), defined for even numbers m ≥ 4 by

λ(4) = 33+40
√

7
42+40

√
7
' 0.9391...,

and for m ≥ 6,
λ(m) =

6αm,k + 32βm,k + 6 + γm,k
(
6αm,k−1 + 16βm,k−1 + 29

8 + 3
2δm,k−1

)
+ 3δm,k

9αm,k + 32βm,k − 6 + γm,k
(
9αm,k−1 + 16βm,k−1 − 29

8 −
3
2δm,k−1

)
− 3δm,k

,

(3.5)

where
αm,k := k(2m+ k − 2),
βm,k := (k(2m+ k − 2)(2m− 1))1/2,

γm,k := (2m+k−2)(m+k−2)k
(2m+k−3)(m+k−1)(k−1)

,

δm,k := 2(m+ k − 2).

It can be checked that the function m 7→ λ(m) is decreasing for m ≥ 4
and λ(m)→m→∞ 0.9166... (see Figure 3 below for a plot of the function
m 7→ λ(m)). The following holds:

Theorem 3.6 (Cekić-L.-Moroianu-Semmelmann, ’22). Let (M, g) be
a closed connected Kähler manifold with negative sectional curvature
and dimCM = m ≥ 2. The unitary frame flow (Φt)t∈R is ergodic and
mixing on FCM with respect to the smooth measure ω if:

(i) The complex dimension m is odd or m = 2 [BG80],
(ii) The complex dimension m is even, m 6= 28, and the manifold

is strictly holomorphically λ(m)-pinched.

5 10 15 20 25 30 35

0.920

0.925

0.930

0.935

0.940

Figure 3. The threshold λ(m) (vertical axis) computed with
respect to the complex dimension m (horizontal axis) for m ∈
{4, 6, ..., 36}
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We actually show that the unitary frame flow is ergodic if and only
if it is mixing. We believe that ergodicity should hold without any
pinching condition but it is clear from the proofs that our method only
works with a pinching condition close to 1. Besides [BG80] in odd
complex dimensions, Theorem 3.6 seems to be the first result proving
ergodicity of unitary frame flows on negatively-curved Kähler manifolds
of even complex dimensions, and even the case of constant holomorphic
curvature H = −1 (that is, compact quotients Γ\CHm of the complex
hyperbolic space) still seemed to be open.

As indicated in Theorem 3.6, it also seems that our technique does
not apply in complex dimension m = 28. As in the real case, this open
case is connected to an open problem in algebraic topology which is to
classify reductions of the structure group of the unitary frame bundle
FCS

55 over the sphere S55. More precisely, we are unable to rule out the
possible existence of a special E6-structure on S55 and this eventually
turns out to be problematic in order to run our argument.

The structure of the argument is similar to the real case and follows
the three steps described in §3.1. The curvature term in the twisted
Pestov identity are slightly more involved but it can still be understood
using the complex structure of the manifold.

Eventually, let us mention that, similarly to the real case where er-
godicity of the frame flow was shown to determine the high-energy
behaviour of eigenfunctions of Dirac-type operators [JS07], the ergod-
icity of the unitary frame flow on Kähler manifolds determines the
high-energy behaviour of eigenfunctions of Dolbeault Laplacians and
Spinc Dirac operators [JSZ08].

3.5. General frame flows. We now investigate a generalization of
the geodesic frame flow to arbitrary vector bundles. We assume that
(M, g) is a Riemannian manifold with Anosov geodesic flow.

Definition 3.7. Given a pair (E,∇E) ∈ AR over M , we say that it
admits a holonomy reduction if the full holonomy group Hol(E,∇E) 6
SO(r) is strictly contained in SO(r), where r := rank(E). We say
that it is irreducible if there exists no non-trivial splitting (E,∇E) =
(E1,∇E1)⊕(E2,∇E2) overM . The same definitions hold in the complex
case with the obvious modifications.

Given a = ([E], [∇E]), we consider as before the pullback pair

π∗a =
(
[π∗E], [π∗∇E]

)
=: ([E ], [∇E ])
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of a vector bundle and a connection over SM , where π : SM → M
is the footpoint projection. Define X := ∇EX to be the first order
differential operator of covariant differentiation along X, also the gen-
erator of parallel transport along the geodesic flowlines, and let FE
be the principal G-bundle (with G = SO(r) or U(r)) of orthonormal
frames of E . The connection ∇E provides a natural parallel transport
of frames of E along geodesic flowlines and we thus obtain the frame
flow Φt : FE → FE of ∇E which extends the geodesic flow in the sense
that ϕt ◦ π̂ = π̂ ◦Φt, where π̂ : FE → SM is the projection. Moreover,
this flow commutes with right-action of the group G. The geodesic flow
preserves a natural smooth measure called the Liouville measure, and
(Φt)t∈R thus preserves a canonical measure ω on FE obtained locally
as the product of the Liouville measure with the Haar measure on the
group G. This fits into the framework discussed in §1.

Our aim in this paragraph is to study the ergodicity of (Φt)t∈R with
respect to ω. It will be the main result of this section, Theorem 3.10,
that under some low-rank assumption on E, the flow (Φt)t∈R is ergodic
whenever ∇E admits no holonomy reduction. To encompass both cases
(real and complex bundles), introduce the notation qF(n), where

qR(n) := q(n) = qSO(n)− 1, qC(n) := q(n)/2 = qU(n)− 1, (3.6)

where the numbers q(n) were introduced in §2.3.1. By standard alge-
bra, the representation ρ of Parry’s free monoid G as introduced in
(1.4) admits a splitting

Ez? ' Fr = ⊕⊥i ⊕
ni
j=1 V

(j)
i , (3.7)

where V (j)
i ⊂ Fr, ni ≥ 1, each V (j)

i ' Vi is H-invariant and irreducible,
and the representations Vi and Vk are isomorphic if and only if i = k,
see e.g. [Lan02, Chapter XVII]. In particular, if ρ is irreducible, then
V

(1)
1 = Fr, n1 = 1, and we will say that the splitting (3.7) is trivial.

Lemma 3.8. Let (Mn+1, g) be a closed negatively-curved Riemannian
manifold. Let a ∈ AF

≤qF(n) and assume that the induced representation
of G admits the splitting (3.7). Then

(E,∇E) = ⊕⊥i ⊕
ni
j=1

(
F

(j)
i ,∇F

(j)
i
)
,

where E = ⊕⊥i ⊕
ni
j=1 π

∗F
(j)
i , V (j)

i =
(
π∗F

(j)
i

)
z?
, and

(
[F

(j)
i ], [∇F

(j)
i ]
)

=(
[Fi], [∇Fi ]

)
is irreducible. In particular, if a ∈ AF

≤qF(n) is irreducible,
then the transitivity group H acts irreducibly on Fr and the splitting
(3.7) is trivial.
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Proof. By the non-Abelian Livšic Theorem 1.5 and Remark 1.6 applied
with o = S2 (symmetric endomorphisms), the splitting (3.7) yields a
flow-invariant smooth splitting of E over SM as:

E = ⊕⊥i ⊕
ni
j=1 F

(j)
i , 1E =

∑
i

ni∑
j=1

πF(j)
i
,

where πF(j)
i

is the orthogonal projection onto the vector bundle F (j)
i .

Let τ be the orthogonal projector onto F (j)
i =: F . Note that by as-

sumption, F does not split further, that is, there is no non-trivial
flow-invariant subbundle of F . By Corollary 2.16, τ has finite Fourier
content. By fixing a point x ∈ M and identifying SxM ' Sn, we get
a polynomial map τx : Sn → GrF(k, r), where k = rank(F) ≤ qF(n).
Hence, by Lemma 2.12, we deduce that τx is constant, that is, τ has
zero Fourier degree and thus descends to a parallel orthogonal projector
τ ∈ C∞(M,S2E) on a parallel subbundle F ⊂ E such that π∗F = F .
Note that (F,∇E|F ) is irreducible, otherwise any reduction of it would
yield a reduction of F upstairs, which is excluded by assumption. This
proves the claim. �

Lemma 3.9. Let (Mn+1, g) be a closed negatively-curved Riemannian
manifold with n ≥ 2. Assume that (E,∇E) ∈ AF

≤qF(n) does not have a
finite holonomy group. Then, the transitivity group H is not finite.

Proof. If H is finite, then Q→ SM is a finite covering (where the bun-
dle Q ⊂ FE is given by Corollary 1.4). Since n ≥ 2, π1(Sn) = 0 and
thus the long exact sequence of the spherical fibration Sn ↪→ SM →M
yields π1(M) ' π1(SM). It implies that that there exists a finite cover
p : M̃ → M such that SM̃ ' Q and SM̃ → SM is the induced
covering map. Lift the bundle (E,∇E) → M to (p∗E, p∗∇E) → M̃ .
Set Ẽ := p∗E and consider the induced frame flow on the frames of
Ẽ := π̃∗Ẽ → SM̃ (where π̃ : SM̃ → M̃ is the projection). By con-
struction, the transitivity group of this frame flow is trivial (see [Lef,
Lemma 3.12] for more details). Hence, by Theorem 1.5 we can find a
global flow-invariant orthonormal basis e1, ..., er ∈ C∞(SM̃, Ẽ). Now,
by evaluating the frame e := (e1, ..., er) at a point x ∈ M , we get
a map ex : Sn → SO(r) (real case) or ex : Sn → SU(r) (complex
case). Since r ≤ qF(n), by Lemma 2.12 this map is constant, and thus
the sections ei have degree 0. In turn, this implies that they define
parallel sections ei ∈ C∞(M̃, Ẽ) over the base M̃ . As a consequence,
([p∗E], [p∗∇E]) = ([Fr], [d]) is the trivial flat bundle equipped with the
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trivial flat connection. In turn, it implies that (E,∇E) is flat with finite
holonomy group. This contradicts the assumption.

�

From the discussion above, we can derive a result on ergodicity of
certain isometric extensions in low rank. For that purpose, define

mR(n) := b1
2
(1 +

√
1 + 8qR(n))c, mC(n) := b

√
qR(n)c,

where qF(n) was defined in (3.6). The following holds:

Theorem 3.10 (Cekić-L., ’22). Let (Mn+1, g) be a closed negatively-
curved Riemannian manifold with n ≥ 2. Assume that (E,∇E) ∈
AF
≤mF(n) has no holonomy reduction. Then the frame flow (Φt)t∈R on

FE is ergodic.

The case dim(M) = 2 will be discussed afterwards in Corollary 3.12.
It can be easily seen that the absence of holonomy reduction is a generic
property among connections. We also formulate an important remark
relating Theorem 3.10 to the study of the ergodicity of the geodesic
frame flow. In [Bri82, Conjecture 2.9], Brin conjectured that the frame
flow over negatively-curved manifolds should be ergodic whenever the
Riemannian manifold (M, g) admits no holonomy reduction (see the
proof of Proposition 2.22 for the classification of possible holonomy
reductions in negative curvature). Theorem 3.10 therefore proves a
general version of Brin’s conjecture for arbitrary flows of frames (on
pullback vector bundles) but under a low-rank assumption on the bun-
dle. Unfortunately, the usual geodesic frame flow fails to satisfy the
assumptions of Theorem 3.10 because the rank of the tangent bundle
is too high.

Proof. We first deal with the complex case. By construction, the
transitivity group H 6 U(r) provides an H-invariant Lie subalgebra
h 6 u(r) of real rank k ≥ 0. Note that h 6= 0 by Lemma 3.9, that
is, k ≥ 1. By the non-Abelian Livšic Theorem 1.5, we may consider
τ ∈ C∞(SM, π∗S2Endsk(E)), the flow-invariant orthogonal projection
whose value at z? is given by the orthogonal projection onto h (here
Endsk denote the skew-Hermitian endomorphisms). By Corollary 2.16,
τ has finite Fourier content, that is, it is a fiberwise polynomial section.
Arguing as in the proof of Lemma 3.8, and using that the real rank of
u(r) is r2, we get by restricting τ to an arbitrary sphere Sx0M ' Sn
(for some x0 ∈ M) a polynomial map Sn → GrR(k, r2). This map
needs to be constant by Lemma 2.12 as the condition r ≤ mC(n)
implies r2 ≤ qR(n). Hence, τ ∈ C∞(M,S2Endsk(E)) defines a par-
allel section on M . Since the holonomy group of (E,∇E) is equal to
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U(r) (by assumption) and its adjoint representation splits irreducibly
as u(r) = su(r)⊕ iRIr, we obtain that τ(z?) 6= 0 is either πsu(r), πiRIr or
1. Observe that the last possibility τ(z?) = 1 implies that H = U(r),
that is, (Φt)t∈R is ergodic on FE by Corollary 1.4. As a consequence,
it suffices to rule out the first two cases.

If τ(z?) = πsu(r), then H is a finite disjoint union of copies of SU(r),
and the effective action ofH on detCr = ΛrCr is that of a finite Abelian
group Zp (for some p ≥ 1) and thus H acts trivially on (detCr)⊗p. In
turn, by the non-Abelian Livšic Theorem 1.5 and Remark 1.6 (applied
with o(E) := (detE)⊗p), the line bundle π∗(detE)⊗p is transparent
over SM (in the terminology of Paternain [Pat09]), that is, there exists
a flow-invariant section s ∈ C∞(SM, π∗(detE)⊗p) and this has finite
Fourier content by Corollary 2.16. Restricting to a point x0 ∈ M , we
thus a get a polynomial map Sn → S1 (where S1 is the unit circle of
(detEx0)

⊗p) and this map needs to be constant since n ≥ 2. Hence
s ∈ C∞(M, (detE)⊗p) defines a parallel section on the base M , that
is, (detE)⊗p is the trivial flat line bundle and (E,∇E) thus admits a
holonomy reduction, which contradicts the assumptions.

If τ(z?) = πiRIr , we can consider a finite cover p : M̃ →M as in the
proof of Lemma 3.9, equipped with the pullback bundle (p∗E, p∗∇E),
so that the associated transitivity group H̃ is connected (see also [Lef,
Lemma 3.12]), and thus H̃ = U(1). The induced representation of H̃ on
Cr splits as a sum of irreducible representations Cr = C⊕ ...⊕ C and
thus by the non-Abelian Livšic Theorem 1.5, there exists r smooth
flow-invariant complex line bundles L1, ...,Lr such that π̃∗(p∗E) =

L1 ⊕ ... ⊕ Lr (recall π̃ : SM̃ → M̃ is the projection). The orthog-
onal projection πLi ∈ C∞(SM̃, π̃∗(S2p∗E)) onto each factor is flow-
invariant so it is fiberwise polynomial by Corollary 2.16 and thus we
obtain a polynomial map Sn → GrC(1, r). The assumption r ≤ mC(n)
implies r2 ≤ qR(n) and using that qR(n) is even, this also implies that
r ≤ qR(n)/2 (arguing separately for the cases n = 2, 3 and n ≥ 4).
By Lemma 2.12, the inequality r ≤ q(n)/2 then implies that these
algebraic maps are constant, that is, πLi ∈ C∞(M̃, S2p∗E) is a par-
allel section on the base M̃ and p∗E = L1 ⊕ ... ⊕ Lr splits as a sum
a parallel complex line bundles. Hence, (p∗E, p∗∇E) admits a holo-
nomy reduction to U(1) × ... × U(1) ⊂ U(r). In turn, this implies
that (E,∇E) admits a holonomy reduction, which contradicts the as-
sumption if r ≥ 2 (if r = 1 there is nothing to prove since su(1) = {0}).

Let us now deal with the real case. Further assume that r 6= 1, 2, 4;
we will deal with the remaining cases afterwards. As in the complex
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case, the transitivity subgroup H 6 SO(r) provides an H-invariant Lie
algebra 0 6= h 6 so(r). By the non-Abelian Livšic Theorem 1.5 and
Remark 1.6 applied with o = S2Λ2, we get a flow-invariant projector
τ ∈ C∞(SM, π∗S2Λ2E) onto a smooth flow-invariant subbundle of
π∗Λ2E of rank k ≥ 1 (whose restriction to z? is identified with h). As
before, using that the rank of Λ2E is 1

2
r(r− 1), we get by restriction of

τ to a sphere Sx0M ' Sn an algebraic map τ : Sn → GrR(k, 1
2
r(r− 1)).

By assumption r ≤ mR(n) implies that 1
2
r(r − 1) ≤ qR(n) = q(n) and

thus this map is constant by definition of q(n) and Lemma 2.12. As
a consequence, τ 6= 0 is of degree zero and descends on the base to
an orthogonal parallel projector τ ∈ C∞(M,S2Λ2E) onto a rank k
subbundle. But (E,∇E) has no holonomy reduction by assumption,
so its holonomy group is SO(r) and since SO(r) acts irreducibly on
Λ2Rr (since SO(r) is simple if r 6= 1, 2, 4 and Λ2Rr is isomorphic to
the adjoint representation), we obtain that τ = 1 is the identity, that
is, h = so(r) and H = SO(r). By Corollary 1.4, we conclude that the
frame flow (Φt)t∈R is ergodic on FE .

For r = 4, we need to slightly adapt the argument. First of all, ob-
serve that the assumption r = 4 ≤ mR(n) yields q(n) ≥ 6 ≥ q(4) = 4,
that is, n ≥ 4 as n 7→ q(n) is non-decreasing by Lemma 2.10. As be-
fore, up to taking a finite cover, we can also directly assume that H is
connected. Now, Λ2R4 splits as Λ2R4 = Λ+R4⊕Λ−R4, the space of self-
dual and anti self-dual 2-forms, which give non-isomorphic irreducible
representations of SO(4) (see Proposition 2.22 below where this is fur-
ther discussed). Hence, the section τ 6= 0 is either 1 (in which case, the
frame flow is ergodic) or πΛ±R4 , one of the two orthogonal projections
onto Λ±R4. In both cases, since H is connected, we obtain that H is
equal to one of the two SU(2) factors of SO(4) ' SU(2) × SU(2)/Z2.
Hence, H acts trivially on either Λ+R4 or Λ−R4 and, without loss of
generality, we can assume that it acts trivially on Λ−R4. Applying
once again Theorem 1.5, we deduce that, in particular, π∗Λ−E admits
a flow-invariant section s ∈ C∞(SM, π∗Λ−E). This yields a polyno-
mial mapping Sn → S2 which is necessarily constant since n ≥ 4 (by
the preliminary remark) so s ∈ C∞(M,Λ−E) is a parallel section. But
then, this contradicts the assumption that (E,∇E) has no holonomy
reduction.

For r = 2, either H = SO(2) (ergodicity) or H is a finite Abelian
group, in which case we can directly assume (up to taking a finite cover
of M) that H = {0}. But then, there exists by Theorem 1.5 a flow-
invariant section s ∈ C∞(SM, π∗E) which must be of degree 0 by the
same arguments as before, that is, s ∈ C∞(M,E) is parallel. In turn,
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this implies that (E,∇E) = (R2, d) is the trivial flat bundle, which
contradicts the holonomy assumption. Eventually, the case r = 1 is
empty. This concludes the proof. �

Note that, in the complex case, further assuming that the connec-
tion (E,∇E) ∈ AC preserves the determinant, one can replace U(r)
by SU(r) in the argument and mC(n) is then replaced by m′C(n) :=

b
√

1 + qR(n)c.
If E is a real vector bundle over SM , one can also consider the lift

(Φt)t∈R of the geodesic flow to SE , the unit sphere bundle of E over SM ,
given by parallel transport of sections of E along geodesic flowlines.

Corollary 3.11. Let (Mn+1, g) be a closed negatively-curved Riemann-
ian manifold and n ≥ 4. Let (E,∇E) ∈ AR

≤4 be an orthogonal connec-
tion on a real vector bundle E → M such that r := rank(E) ≤ 4.
Further assume that it is irreducible and that it does not have a finite
holonomy group. Then (Φt)t∈R is ergodic on SE.

Proof. We deal with the case r = 4, the other cases being similar.
Observe that qR(n) ≥ qR(4) = 4 by Lemma 2.10 and (2.23). Using
Lemmas 3.9 and 3.8, the transitivity group H 6 SO(4) acts irreducibly
on R4 and is not finite. The only possibility is that H contains SU(2).
But then, since SU(2) acts transitively on S3 ' SU(2), we can conclude
by Theorem 1.2 that the flow (Φt)t∈R is ergodic on SE . �

For surfaces, the situation is slightly different but it involves studying
the limiting case where the rank has the dimension of the base. If
(M2, g) is a (closed oriented) Riemannian surface, let (T ∗CM)1,0 := κ→
M be the canonical line bundle. Using the Gysin exact sequence, it
can be checked that E := π∗κ→ SM is trivial. Moreover, letting ∇LC

be the Levi-Civita connection on κ, the induced frame flow (Φt)t∈R on
FE → SM is trivial in the sense that it has trivial transitivity group
and is thus conjugate to the flow (ϕt,1U(1))t∈R on SM ×U(1) ' FE '
SE . In the terminology of Paternain [Pat09], the pair

k := (κ,∇LC) ∈ AC
1

defines a transparent connection, that is, its holonomy along every
closed geodesic is trivial. The following is actually just a reformula-
tion of Proposition 2.5.

Corollary 3.12. Let (M2, g), be a closed Anosov Riemannian surface.
Let a := (E,∇E) ∈ AC

1 be a unitary connection on a complex line
bundle E →M . Then the frame flow (Φt)t∈R on FE → SM is ergodic,
unless there exists p ∈ Z≥0,m ∈ Z such that a⊗p = k⊗m.
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Equivalently, the last equality can be written

a = ((κ⊗m)⊗1/p, (∇⊗mLC )⊗1/p),

where the index ⊗1/p stands for the p-th unit root. Topologically, the
p-th unit root of the line bundle κ⊗m → M , when it exists, is always
unique. Actually, it exists if and only if the first Chern class of κ⊗m is
divisible by p, that is, mc1(κ) = m(2g− 2) is divisible by p (where g is
the genus ofM), and it is then given by the unique complex line bundle
over M whose first Chern class is m(2g − 2)/p. However, (∇⊗mLC )⊗1/p

is not unique and the choice of such an p-th root of the connection is
parametrized by H1(M,Z/pZ) = (Z/pZ)2g (see [For81, Section 21]).

Proof. The proof follows from the above description and earlier ob-
servations due to Paternain, see [Pat09, Theorems 3.1 and 3.2]. In-
deed, assume that the frame flow (Φt)t∈R is not ergodic. Then the
transitivity group H 6 SO(2) is finite, that is, H = Z/pZ for some
p ∈ Z≥1. But then the frame flow (Φ⊗pt )t∈R induced by a⊗p has trivial
transitivity group. This is equivalent to saying that a⊗p is transparent
(the holonomy is trivial along every closed geodesic loop). Now, Pa-
ternain [Pat09] classified all transparent connections on complex line
bundles over Anosov surfaces and found that they are precisely given
by {k⊗m | m ∈ Z}. �





75

4. Lens rigidity of Anosov manifolds

4.1. Statement of the problem. Main results. The result of this
paragraph can be found in [CGL22].

4.1.1. Lens data of Riemannian manifolds. Let (M, g) be a smooth
connected Riemannian manifold with strictly convex boundary (i.e. the
second fundamental form is positive on ∂M). Let M := SM be the
unit tangent bundle of (M, g) and define the incoming (-) and outgoing
(+) boundary ofM as:

∂±M := {(x, v) ∈M | x ∈ ∂M,±gx(v, ν(x)) > 0} ,

where ν is the unit outward pointing normal vector to the boundary.
For any (x, v) ∈ ∂−M, the maximally extended geodesic γ(x,v), with
initial condition γ(x,v)(0) = x, γ̇(x,v) = v is defined on a time interval
[0, `g(x, v)] where `g(x, v) ∈ R+ ∪ {∞}. When `g(x, v) <∞, we define

Sg(x, v) :=
(
γ(x,v)(`g(x, v)), γ̇(x,v)(`g(x, v))

)
to be the outgoing tangent vector at ∂+M, see Figure 4.

Definition 4.1 (Lens data). The map Sg : ∂−M\{`g =∞} → ∂+M is
called the scattering map and the function `g : ∂−M\{`g =∞} → R+

the length map. The pair (`g, Sg) is the lens data of the Riemannian
manifold (M, g).

The lens data encodes the boundary data one can measure on the
geodesic flow from “outside of the manifold”. A natural inverse prob-
lem that arises from tomography consists in determining the geometry,
namely, the Riemannian metric g inside M , from the measurement of
the lens data (`g, Sg). In geophysics, this is related to recovering the
speed of propagation of waves inside a domain such as the Earth, for
instance, see [PSU14b]. When two metrics g and g′ agree on ∂M , it
makes sense to say that they have the same lens data as there is a
natural identification between the boundary of their respective unit
tangent bundles via the unit disk bundle of the boundary. The lens
rigidity problem is concerned with the following question:

Question 4.2. Assume that (M, g) and (M ′, g′) are two Riemannian
metrics with strictly convex boundary such that there exists an isome-
try I ∈ Diff(∂M, ∂M ′) with I∗(g′|T∂M ′) = g|T∂M . Does the following
implication

(`g, Sg) = I∗(`g′ , Sg′) =⇒ ∃ψ ∈ Diffeo(M,M ′), ψ|∂M = I, ψ∗g′ = g

hold true?
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We say that a manifold (M, g) is lens rigid if there is no other
Riemannian manifold (up to isometry) having the same lens data as
(`g, Sg). In the following, in order to simplify the notation, we will
assume that M = M ′, I = id.

(x; v)

Sg(x; v)

Figure 4. A surface with strictly convex boundary which is not
lens rigid. Example taken from [CH16].

There are simple counter-examples of manifolds for which lens rigid-
ity does not hold: considering certain perturbations of the flat cylinder
S1× [0, 1] (see Figure 4 and [CH16] where this is further discussed), one
can easily obtain non-isometric metrics with same lens data. Such cases
have trapped geodesics, that is some maximally extended geodesics with
infinite length, or equivalently `g(x, v) = ∞ for some (x, v) ∈ ∂−M.
It turns out that all existing counter-examples to lens rigidity have
trapped geodesics.

4.1.2. Lens rigidity for non-trapping manifolds. Even among manifolds
without a trapped set, the lens rigidity problem is still widely open.
The recent breakthrough of Stefanov-Uhlmann-Vasy [SUV21] is the
closest result in this direction, showing lens rigidity in dimension n ≥ 3
under the additional assumption that the manifold (M, g) is foliated
by strictly convex hypersurfaces. This includes all simply connected
non-positively curved manifolds with strictly convex boundary. In the
class of real analytic metrics such that from each x ∈ ∂M there is a
maximal geodesic free of conjugate points, the lens rigidity was proved
by Vargo [Var09]. A local lens rigidity result was also proved near an-
alytic metrics by Stefanov-Uhlmann [SU09] under certain assumptions
on the conjugate points.

There is also a subclass of metrics that have attracted a lot of atten-
tion since the work of Michel [Mic82], namely the class of simple man-
ifolds, which are manifolds with strictly convex boundary that have no
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trapped geodesics and no conjugate points. These manifolds are dif-
feomorphic to the unit ball in Rn. In this case, knowing the lens data
is equivalent to knowing the restriction dg|∂M×∂M of the Riemannian
distance function dg ∈ C0(M ×M) to the boundary, also called the
boundary distance. The lens rigidity problem for this subclass of met-
rics is also called the boundary rigidity problem. In dimension n = 2,
it was proved by Otal [Ota90b] (in negative curvature), Croke [Cro91]
(in non-positive curvature), and Pestov-Uhlmann [PU05] (in general)
that simple surfaces are boundary rigid, and thus lens rigid. We also
mention the results by Croke-Dairbekov-Sharafutdinov [CDS00] and
Stefanov–Uhlmann [SU04] for local boundary rigidity results, the work
by Gromov [Gro83] and Burago–Ivanov [BI10] for rigidity results of flat
and close to flat simple manifolds, and we finally refer more generally to
the review article by Croke [Cro04] and the recent book of Paternain–
Salo–Uhlmann [PSU22] for an overview of the boundary rigidity prob-
lem.

4.1.3. Lens rigidity for manifolds with non-empty trapped set. In most
situations, trapped geodesics appear since all Riemannian manifolds
(M, g) with strictly convex boundary and non-trivial topology, i.e. non-
trivial fundamental group, always have trapped geodesics (and they
even have closed geodesics in the interior M◦). As far as manifolds
with trapped geodesics are concerned, very little is known on the lens
rigidity problem. It is not even clear what would be the most general
class of manifolds for which lens rigidity could hold and the example
above in Figure 4 shows that it seems hopeless to consider general
manifolds with both trapped geodesics and conjugate points.

The only result considering cases with both trapped geodesics and
conjugate points seems to be the local rigidity result of Stefanov-
Uhlmann [SU09]. In dimension n ≥ 3, under a certain topological
assumption, it is proved that if (M, g0) is real analytic13, with strictly
convex boundary, and for each (x, v) ∈ SM there is w ∈ v⊥ such that
the maximally extended geodesic tangent to w at x has finite length
(it is not trapped) and is free of conjugate points, then the follow-
ing holds: if g is another metric with ‖g − g0‖CN small enough for
some N � 1 and (`g, Sg) = (`g0 , Sg0), then g and g0 are isometric via a
boundary-preserving diffeomorphism. On the other hand, it is not clear
(geometrically speaking) what type of manifolds are contained in this
class and there are many interesting geometric cases not contained in
it. For example, there exist convex co-compact hyperbolic 3-manifolds
M := Γ\H3 (with constant sectional curvature −1) whose convex core

13Or more generally if a certain localized X-ray transform is injective.
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C has positive measure and totally geodesic boundary. Thus, cutting
the ends of such examples at a finite positive distance of C, one obtains
a metric not satisfying the assumptions of [SU09] due to the totally
geodesic surfaces bounding C.

From our point of view, there is a very natural class of metrics with
non-trivial trapped set where the lens ridigity problem seems well-posed
and interesting from a geometrical point of view. We call elements of
this class manifolds of Anosov type; it contains as a strict subclass the
set of negatively-curved metrics with strictly convex boundary.

Definition 4.3. A Riemannian manifold (M, g) with boundary is of
Anosov type if:

(i) it has strictly convex boundary,
(ii) no conjugate points,
(iii) the trapped set for the geodesic flow (ϕgt )t∈R on M := SM ,

defined by
Kg :=

⋂
t∈R

ϕgt (M◦) ⊂M◦,

is hyperbolic in the following sense. There exists a continuous
flow-invariant splitting

∀y ∈ Kg, TyM = RXg(y)⊕ E−(y)⊕ E+(y),

where Xg is the geodesic vector field, and constants ν, C > 0
such that

∀ ± t ≥ 0, ∀y ∈ Kg, ∀v ∈ E∓(y), ‖dϕgt (y)v‖ ≤ Ce−ν|t|‖v‖, (4.1)

for an arbitrary choice of metric ‖ · ‖ onM.

Example 4.4. The main two examples of manifolds of Anosov type
are:

(i) Riemannian manifolds with negative sectional curvature and
strictly convex boundary (see [Kli95, Theorem 3.2.17 and Sec-
tion 3.9]),

(ii) strictly convex subdomains of closed Riemannian manifolds with
Anosov geodesic flows.

Manifolds of Anosov type have a trapped set with fractal structure
and zero Lebesgue measure. It implies that almost-every point in M
is reachable from geodesics with endpoints on ∂M. This case can be
interpreted as an intermediate rigidity problem between the length spec-
trum rigidity of manifolds with Anosov geodesic flows, where one asks
if the lengths of closed geodesics determine the metric up to isometry,
and the boundary rigidity problem of simple manifolds. In the closed
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case, Vignéras [Vig80] exhibited counter-examples to the length spec-
trum rigidity: in constant negative curvature, there are non-isometric
metrics on surfaces with the same length spectrum. The well-posed
rigidity problem is rather that of the marked length spectrum prob-
lem, also known as the Burns-Katok conjecture [BK85]. Similarly, for
manifolds with boundary and non-trivial topology, the same problem
of “marking" of geodesics is a serious difficulty. The first natural ques-
tion one may consider is the following, known as marked lens rigidity or
marked boundary rigidity problem for Riemannian manifolds of Anosov
type.

Definition 4.5 (Marked lens data). Let g1, g2 be two metrics of Anosov
type on M . We say that g1 and g2 have the same marked lens data
if for each (x, v) ∈ ∂−M \ {`g = ∞} one has (`g1(x, v), Sg1(x, v)) =
(`g2(x, v), Sg2(x, v)) and the g1- and g2-geodesics with initial conditions
(x, v) are homotopic via a homotopy fixing the endpoints.

Technically, having same marked lens data is the same as having
same boundary distance function on the universal cover M̃ (which is
now a non-compact space). It is important to observe that the absence
of conjugate points is necessary in order to even define the notion of
marked lens rigidity as one needs uniqueness of geodesics with fixed
endpoints x, x′ on ∂M in each homotopy class of curves with fixed
extremities x, x′. The following conjecture is somehow similar to the
Burns-Katok conjecture in the closed case and to the boundary rigidity
problem of negatively curved simple metrics:

Conjecture 4.6 (Marked lens rigidity of manifolds of Anosov type).
Let M be a smooth manifold with boundary and assume that g1, g2 are
two smooth metrics of Anosov type on M in the sense of Definition
4.3, such that g1|T (∂M) = g2|T (∂M). If g1 and g2 have same marked
lens data, then there exists a smooth diffeomorphism ψ, homotopic to
the identity and equal to the identity on the boundary ∂M , such that
ψ∗g2 = g1.

In dimension 2, Conjecture 4.6 was proved by Guillarmou-Mazzuchelli
in [GM18] using the method of Otal [Ota90a], and in higher dimensio,
we proved it in [Lef18] for pairs of metrics g1, g2 that are close enough in
Ck norm for k � 1 large enough (local marked lens rigidity). However,
it is still open in general. The fact that there is no smooth 1-parameter
family (gs)s∈(−1,1) of non-isometric negatively curved metrics with the
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same marked lens data14 is called infinitesimal rigidity and was proved
by Guillarmou [Gui17b].

Here, we consider the more difficult problem of lens rigidity in the
class of manifolds of Anosov type. Since, contrary to the closed case,
there are still no counter-examples to lens rigidity, we make the follow-
ing conjecture of lens rigidity in the class of metrics of Anosov type:

Conjecture 4.7 (Lens rigidity of manifolds of Anosov type). We let
(M1, g1), (M2, g2) be two smooth Riemannian manifolds of Anosov type
such that (∂M1, g1|∂M1) = (∂M2, g2|∂M1). If (`g1 , Sg1) = (`g2 , Sg2), then
there exists a smooth diffeomorphism ψ, equal to the identity on the
boundary, such that ψ∗g2 = g1.

There are already partial answers to Conjecture 4.7:
(i) In dimension 2, Croke and Herreros [CH16] proved that cylin-

ders with negative curvature and strictly convex boundary are
lens rigid,

(ii) In dimension 2, Guillarmou shows in [Gui17b] that the scatter-
ing map Sg determines (M, g) up to conformal diffeomorphism
fixing the boundary. Recovering the conformal factor of the
metric is still an open question.

(iii) In dimension n ≥ 3, Stefanov-Uhlmann-Vasy [SUV21] proved
that for general metrics with strictly convex boundary, the lens
data determines the metric in a neighborhood of ∂M ; applying
this result in the setting of negatively curved manifold, one
can recover the metric outside the convex core of the manifold
(which contains the projection of the trapped set).

(iv) In [GGJ22], Bonthonneau-Guillarmou-Jézéquel recently proved
Conjecture 4.7 under the extra assumption that (M1, g1), (M2, g2)
are real analytic, but only using the equality Sg1 = Sg2 of the
scattering maps.

Our first result is the following local rigidity result answering Con-
jecture 4.7 for metrics close to each other.

Theorem 4.8 (Cekić-Guillarmou-L., ’22). Let (M, g0) be a Riemann-
ian manifold of Anosov type. Assume that either dimM = 2 or that
the curvature of g0 is non-positive. Then there exists N � 1, δ > 0
such that the following holds: for any smooth metric g on M such that
‖g − g0‖CN < δ, if (`g, Sg) = (`g0 , Sg0), then there exists a smooth
diffeomorphism ψ : M →M such that ψ|∂M = id and ψ∗g = g0.

14In this case, having the same marked lens data is equivalent to having the same
lens data.
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More generally, Theorem 4.8 holds under the general assumption
that g0 is of Anosov type and that its X-ray transform operator Ig02 on
divergence-free symmetric 2-tensors is injective, see (4.2) for a defini-
tion of Ig02 . The fact that Ig02 is injective on divergence-free tensors was
proved in [Gui17b] in non-positive curvature and in general on Anosov
surfaces by [Lef19a] (without any assumption on the curvature). It
was also proved in [GGJ22] that Ig02 is injective for real-analytic met-
rics g0 which implies that generic smooth metrics of Anosov type have
an injective X-ray transform operator Ig02 ; generic injectivity of Ig02 fol-
lows from [CL21b] as well, admitting also Theorem 4.10 below. As a
corollary of Theorem 4.8, we obtain:

Corollary 4.9. Let (M, g0) be a negatively-curved Riemannian man-
ifold with strictly convex boundary. Then, there exists N � 1, δ > 0
such that the following holds: for any smooth metric g on M such that
‖g − g0‖CN < δ, if (`g, Sg) = (`g0 , Sg0), then there exists a smooth
diffeomorphism ψ : M →M such that ψ|∂M = id and ψ∗g = g0.

We observe that Corollary 4.9 and Theorem 4.8 are not a consequence
of [SU09] (nor of [SUV21]) mentioned above since: 1) our result con-
tains the case of surfaces (dimension n = 2); 2) the assumption on the
trapped set in [SU09] does not cover all hyperbolic trapped sets (typ-
ically, the example M = Γ \ H3 mentioned above is not covered when
the boundary of the convex core C is totally geodesic), whereas we do
not make any specific assumption on the topology, and neither do we
assume that g0 is analytic or that it has an injective localized X-ray
transform. Theorem 4.8 is also clearly stronger than the marked local
rigidity result we obtained in [Lef18], since we are now able to remove
the marking assumption on the lens data.

4.2. Proof ideas. The removal of the marking assumption is not sim-
ply a technical artefact but a crucial aspect of Theorem 4.8. Indeed,
without the marking assumption, one can no longer use the fact that
the geodesic flows of g and g0 are conjugate with a conjugacy preserv-
ing the Liouville measure. This conjugacy was a fundamental aspect
of both proofs of [GM18, Lef18]. In the proof of Theorem 4.8, one
has to rely on a completely different argument, which is the linearisa-
tion of the pair (`g, Sg). Nevertheless, since g has a big set of trapped
geodesics (typically a fractal set), this creates many singularities for
(`g, Sg) and its linearization. The analysis one has to perform is then
quite involved. One needs to combine several different key tools, in
particular:
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(i) the proof of the C2-regularity with respect to g of the operator
Sg : C∞(∂+M) → D′(∂−M) defined by Sgf := f ◦ Sg, see
§4.2.1;

(ii) the exponential decay in t→∞ of the volume of points (x, v) ∈
M = SM that remain trapped for time t;

(iii) an elliptic estimate for the normal operator Π2 := I∗2I2, see
§4.2.2.

4.2.1. Smoothness of the resolvent. The first item is obtained by re-
proving certain results of [DG16] on the resolvent of an Axiom A vec-
tor field X, but now with an explicit control of the dependence with
respect to the vector field X. In particular, as a byproduct of this
analysis we show the following result that could prove useful for other
applications such as Fried’s conjecture for manifolds with boundary, in
the spirit of [DGRS20]:

Theorem 4.10. Let M be a smooth manifold with boundary and let
X0 be a smooth vector field so that ∂M is strictly convex for the flow
of X0. Assume that the trapped set KX0 := ∩t∈RϕX0

t (M◦) of the flow
(ϕX0

t )t∈R of X0 is hyperbolic. Then, there exist δ > 0, N � 1, such
that for all X ∈ C∞(M, TM) with ‖X − X0‖CN < δ, the following
holds:

(i) the resolvent RX(z) := (−X+z)−1 : L2(M)→ L2(M), initially
defined in the half-plane {z ∈ C | <(z)� 1}, extends meromor-
phically to C as a bounded operator RX(z) : C∞comp(M◦) →
D′(M◦),

(ii) if z0 ∈ C is not a pole of RX0(z), then the map

C∞(M, TM) 3 X 7→ RX(z0) ∈ L(C∞comp(M◦),D′(M◦)),

is C2-regular15 with respect to X.

Here, we denote by L(A,B) the space of continuous linear maps
between functional spaces A and B. In fact, we prove the result in
anisotropic Sobolev spaces, but only need it in the distributional sense.
We show that the scattering operator Sg has a Schwartz kernel that
can be written as a restriction of the Schwartz kernel of RXg(0) on
∂−M×∂+M, implying that the map g 7→ Sg is C2-regular as operators
acting on some appropriate Sobolev spaces.

15Even though we only need C2, our proof actually shows it is Ck for all k ∈ N.
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4.2.2. Elliptic estimate. We let

Ig02 : C∞(M,S2T ∗M)→ L∞loc(∂−M\ {`g0 =∞})

be the X-ray transform on symmetric 2-tensors with respect to g0,
defined as

Ig02 h(x, v) :=

∫ `g0 (x,v)

0

hγ(t)(γ̇(t), γ̇(t))dt, (4.2)

if ϕg0t (x, v) = (γ(t), γ̇(t)) ∈ M. This operator appears as the differen-
tial of the length map g 7→ `g(x, v) with respect to the metric g (at g0)
and therefore plays a fundamental role in the study of the lens rigidity
problem.

Obviously, the operator Ig02 has a big kernel which contains at least
the tangent space to the orbit of the metric g0 under the action of the
group of diffeomorphisms equal to the identity on the boundary ∂M .
One can actually show that the space of symmetric 2-tensors on M
splits as

C∞(M,S2T ∗M) = kerD∗g0|C∞(M,S2T ∗M) ⊕Dg0(C
∞
0 (M,T ∗M)), (4.3)

where Dg0 is the symmetric derivative and D∗g0 its adjoint, see §2.3.3
where these operators were introduced, and C∞0 (M,T ∗M) denotes 1-
forms vanishing to first order on the boundary ∂M . The tensorsDg0p in
(4.3) are called potential tensors and are equal to Dg0p = LV g0, where
V := p] is the vector field identified to p via the metric. In other words,
potential tensors give the tangent space at g0 to the orbit O(g0) :=
{φ∗g0 | φ ∈ Diffeo0(M)}. The tensors in kerD∗g0 are called divergence-
free or solenoidal tensors and correspond to a genuine variation of the
Riemannian structure. It is immediate to check that

Dg0(C
∞
0 (M,T ∗M)) ⊂ ker Ig02 , (4.4)

and the question is: how bigger is this kernel? It is conjectured
that generically (4.4) should be an equality, and that it should al-
ways be an equality for Anosov manifolds. This is known for instance
on all negatively-curved manifolds with strictly convex boundary, see
[Gui17b].

An important operator to consider is the normal operator Πg0
2 :=

(Ig02 )∗Ig02 which enjoys good analytic properties. Roughly speaking,
this is a pseudodifferential operator of order −1, elliptic on solenoidal
tensors , but the presence of the boundary ∂M creates some difficulties
to understand its precise behaviour. As a consequence, it is usually
easier to embed artificially (M, g0) in (Me, g0e) ⊃ (M, g0), a Riemannian
extension of the manifold (M, g0) which is also of Anosov type in the
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sense of Definition 4.3. We will denote by
E0 : L2(M,SmT ∗M)→ L2(Me, S

mT ∗Me)

the operator of extension by 0.

Proposition 4.11. Let (M, g0) be a manifold of Anosov type, and
further assume that Ig02 is solenoidal injective. Let (Me, g0e) be an ex-
tension of Anosov type of (M, g). Then, there exists C > 0 such that
for all f ∈ L2(M,S2T ∗M) ∩ kerD∗g0:

‖f‖L2(M) ≤ C‖Πg0e
2 E0f‖H1(Me).

Proposition 4.11 is based on the study of the geodesic flow resolvent
à la Dyatlov-Guillarmou [DG16] on anisotropic Sobolev spaces and also
relies on the injectivity of Ig02 .

4.2.3. Ending the proof. The strategy of the proof then goes as follows.
First of all, we put the metric g in solenoidal gauge (with respect to g0),
namely we find a first diffeomorphism ψ ∈ Diff(M) such that ψ|∂M = id
and g′ = ψ∗g is divergence-free with respect to g0.

We then show the following key estimate: there are C, µ > 0 such
that, if (`g0 , Sg0) = (`g, Sg) and ‖g′ − g0‖CN < δ for some small δ > 0,
then

‖Ig02 (g′ − g0)‖H−6(∂−M) ≤ C‖g′ − g0‖1+µ

CN (M,⊗2
ST
∗M)

. (4.5)
The proof of this estimate is involved. It is based on some com-
plex interpolation argument using the holomorphic map C 3 z 7→
e−z`g0Ig02 (g′− g0) and the C2-smoothness of the scattering map g 7→ Sg
as a continuous map from C∞(∂+M) to H−6(∂−M). It also relies on
some volume estimates on the set of geodesics trapped for time t→∞
that follow from [Gui17b].

Finally, slightly extending (M, g0) to some (Me, g0e), using the map-
ping properties of the adjoint (Ig0e2 )∗, interpolation arguments, and
(4.5), one obtains for h := g′ − g0:

‖h‖L2 ≤ C‖Πg0e
2 E0h‖H1 ≤ C‖h‖1+µ

CN
, (4.6)

where E0 is the zero extension operator to Me, Πg0e
2 = (Ig0e2 )∗Ig0e2 is the

normal operator, and the estimate on the left is an elliptic estimate of
Proposition 4.11. It is left to interpolate CN between L2 and CN ′ in
(4.6), where N ′ � N , to get for some 0 < µ′ < µ:

‖h‖L2 ≤ C‖h‖L2‖h‖µ
′

CN′
≤ C‖h‖L2‖g − g0‖µ

′

CN′
.

For ‖g − g0‖CN′ small enough, this readily implies that g′ = φ∗g = g0,
concluding the proof.
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5. Geodesic Lévy flights and expected stopping time for
random searches

5.1. Lévy flight foraging hypothesis. The Lévy flight foraging hy-
pothesis is a well-known hypothesis in the field of biology asserting
that animals foraging behaviours should be modelled by Lévy flights
insofar as they may optimize search efficiencies. While this hypothesis
has been around for more than twenty years, it is still controversial
and subject to many research articles investigating whether Brownian
motion or Lévy flights are optimal search strategies [PCM14, SK86,
VDLRS11, BN13, BLMV11, DGV22]. The purpose of this chapter is
to shed a new theoretical light on this question by means of a precise
mathematical study.

More precisely, we will investigate the narrow capture problem which
consists in finding a small target in space for a motion whose law is
that of a Lévy flight. The interesting quantity to understand then is
the expected capture time, namely, the expected time that a process
starting at a given point p will eventually find the target. This small
target typically models a prey hunted by a predator whose foraging
behaviour is modelled by the Lévy process. The Lévy flight foraging
hypothesis can then be phrased as follows: is the expected capture time
significantly lower if one uses a search based on Lévy flights rather than
on Brownian motion?

For bounded domains in the Euclidian space, there are various search
strategies based on Brownian motion and in this case an important set
of literatures already investigated the expected time of finding small
targets [SSH08, SSH06, GC15, CWS10, CF11, AKKL12]. However,
while the background geometry of many animal foraging behaviours
and constraint optimization searches are naturally curved, we have
only recently started addressing the question of expected stopping time
for Brownian motions on Riemannian manifolds [NTTT22, NTT21b,
NTT21a]. Thus far, nothing has been done for stopping time for Lévy
flight based searches even in flat geometry. We address this question
here for a class of isotropic pure jump Lévy processes introduced by
Applebaum–Estrade [AE00]. In particular, we investigate the asymp-
totics of the expected stopping time for a Lévy flight based random
search to find a target the size of a small geodesic ball whose radius
converges to zero.

5.2. Statement of the problem. Main results. The results of
this paragraph can be found in [CGLT22]. We assume throughout
that (M, g) is a smooth closed (that is, compact without boundary)
connected n-dimensional Riemannian manifold with n > 2. We let
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(Xt)t>0 be a cadlag semi-martingale on M which is an isotropic Lévy
process in the sense of [AE00], induced by the isostropic Lévy measure

νp(A) = C(n, α)

∫
A

dTp(v)

|v|n+2α
g

, A ⊂ TpM, α ∈ (0, 1) (5.1)

on each tanget space. Here Tp is the volume form on TpM induced by
the metric g|TpM and C(n, α) is the constant16

C(n, α) :=
4αΓ(n/2 + α)

πn/2|Γ(−α)|
. (5.2)

Fix p0 ∈ M and let Bε(p0) be the open geodesic ball of radius ε > 0
centered at p0. We define the expected stopping time as:

τε = inf
{
t > 0 | Xt ∈ Bε(p0)

}
and uε(q) = E (τε | X0 = q) , (5.3)

for each q ∈M .
Below, we will denote by Sn the Riemannian n-dimensional sphere

equipped with the round metric and by Tn := Rn/Zn the n-dimensional
torus with the flat metric. We say that a manifold is Anosov if its
geodesic flow is Anosov on its unit tangent bundle. In particular, this
includes all negatively-curved manifolds.

We will prove the following result.

Theorem 5.1 (Chaubet-Guedes Bonthonneau-L.-Tzou, ’22). Assume
that M = Sn,Tn or is Anosov. Then the following holds.

(i) There is c(n, α) > 0 such that the average of uε has the expan-
sion

1

|M |

∫
M

uεdvolg ∼
|M |c(n, α)

εn−2α
, ε→ 0.

(ii) For each p 6= p0 ∈M (and p 6= −p0 if M = Sn),

uε(p)−
1

|M |

∫
M

uεdvolg → |M |GA (p, p0), ε→ 0,

where GA is the Green’s function of the generator of (Xt)t>0

(see Theorem 5.5 and Corollary 5.6).

(iii) If M = Sn, n > 1 + 4α and 1 > (n − 4)α then for some
c̃(n, α) 6= 0,∣∣∣∣uε(−p0)− 1

M

∫
M

uεdvolg

∣∣∣∣ ∼ |M |c̃(n, α)

εn−1−4α
, ε→ 0.

16This constant is chosen to be consistent with the definition of the fractional
Laplacian on Rn, which is the infinitesmial generator of 2α-stable isotropic Lévy
processes in Euclidean space.
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We will state below more precise results (Theorems 5.7 and 5.9)
giving an explicit expression of the constants and the size of the re-
mainders. While such results exist for Brownian motions in Euclidean
domains [SSH08, SSH06, GC15, CWS10, CF11, AKKL12] and on gen-
eral manifolds [NTTT22, NTT21b, NTT21a], this is the first such de-
tailed analytical calculation for Lévy flights for such a broad class of
geometries.

We emphasize that Theorem 5.1 shows that the asymptotics of the
deviation of the expected stopping time from its average heavily de-
pends on the underlying geometry. In particular on the sphere, antipo-
dal points are conjugate17, and this leads to a singular behavior of the
expected stopping time at those points. Nevertheless, we expect that
point (i) of Theorem 5.1 should remain valid for general Riemannian
manifolds, regardless of the geometry. Theorem 5.1 follows from a de-
tailed study of the analytic properties of the generator A of the Lévy
process, see Theorems 5.5 and 5.4 below.

We finally observe that in the physical dimensions n = 2, the ex-
pected stopping time for the Brownian motion was shown to be of
size O(| log ε|) in [NTTT22] whereas it is here of size O(ε−(2−2α)) by
Theorem 5.1.

5.2.1. Results on the generator. While it is well understood that the in-
finitesimal generator for 2α-stable jump processes on Euclidean spaces
are precisely the fractional powers of the Laplacian, the same may not
hold for Lévy processes on closed compact Riemannian manifolds. In
fact it was shown in [AE00] that if (Xt)t>0 is a cadlag semi-martingale
valued in a Riemannian manifold (M, g), then it is an isotropic Lévy
process iff it is a Feller process with infinitesimal generator a∆g + A
for some constant a > 0 and for u ∈ C∞(M),

A u(p) := p.v.

∫
v∈TpM\0

(
u(expp(v))− u(p)

)
νp(dv). (5.4)

Here p.v.means that we take the principal value of the integral, {νp}p∈M
is a field of measures on TpM induced from an isotropic Lévy measure
ν on Rn by νp(A) = ν(r−1(A)) whenever π(r) = p and r ∈ FM is an
element of the orthonormal frame bundle over M . Alternatively, one
can re-write the principal value of the integral (5.4) as

1

2

∫
v∈TpM\0

(
u(expp(v)) + u(expp(−v))− 2u(p)

)
νp(dv).

17On the sphere, conjugate points correspond to pair of points that may be
connected by a non-trivial continuous one-parameter family of geodesic paths.
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Note that thanks to the isotropic assumption on ν, this definition is
independent of the choice of frame r ∈ FM .

When the leading term in the generator is a∆g (i.e. a > 0), some
mapping properties were analyzed in [AB21]. However, not much is
known about the case when a = 0 (i.e. the process is "pure jump").
This is due to the fact that (5.4) is now the dominant driver of the pro-
cess and integrating the exponential map is difficult to control beyond
the injectivity radius on a general Riemannian manifold. We address
this challenge for a broad class of Riemannian manifolds.

Throughout the chapter, we make the choice

ν(A) = C(n, α)

∫
A

1

|v|n+2α
dv, α ∈ (0, 1), (5.5)

for the Lévy measure, which is motivated by the fact that such pro-
cesses on Rn are generated by the fractional Laplacian on the Euclidean
space. Note that after pulling back by an element of the fiber of the
orthonormal frame bundle FM over p ∈M , this measure becomes the
Lévy measure on TpM described earlier in (5.1).

We will prove:

Theorem 5.2 (Chaubet-Guedes Bonthonneau-L.-Tzou, ’22). We let
(Xt)t>0 be a cadlag semi-martingale valued on a Riemannian manifold
(M, g) which is either Sn,Tn or Anosov. If it is an isotropic Lévy
process with pure jump induced by the Lévy measure (5.1), then its
infinitesimal generator A is a non-positive Fredholm operator

A : W s,m(M)→ W s−2α,m(M),

for all s ∈ R,m ∈ (1,∞), that has discrete spectrum with one dimen-
sional null-space and co-kernel.

We now give more details on our results on the generator on this
Lévy process. The explicit presence of the exponential map in (5.4)
suggests that the behaviour of A depends more on the geometry and
the dynamics of geodesics than the fractional Laplacian. If M = Tn =
Rn/Zn is the flat torus, the operator A happens (not surprisingly) to
be the fractional Laplacian:

Theorem 5.3. If (M, g) is the torus Tn, the infinitesimal generator
given by (5.4) is

−A = (−∆)α,

where ∆ is the non-positive Laplace operator on Tn. In particular, A
is an elliptic, classical, pseudo-differential operator of order 2α.
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This result is a byproduct of [AH14, Example 1] but can also be
obtained by a simple explicit computation. Obviously, for general Rie-
mannian manifolds, such an explicit computation will not be available.
It turns out that in the case of the round unit sphere, A does not in
fact resemble the fractional powers of the Laplacian and is actually a
Fourier Integral Operator. On the unit sphere with round metric, we
denote by J : D′(Sn) → D′(Sn) the pullback by the antipodal map.
We will prove that the following result holds.

Theorem 5.4. If (M, g) is the sphere Sn, the infinitesimal generator
given by (5.4) can be written

A = A2α + A0 + A−1J

where for each ` = 2α, 0,−1, A` ∈ Ψ`
cl(M) is a classical formally

selfadjoint pseudodifferential operator of order `. The operators A2α

and A−1 have principal symbols σA2α(x, η) = −|η|2αg and σA−1(x, η) =

c(n)|η|−1
g , for some constant c(n) > 0. All operators commute with the

operator J .

We shall see that since the integral kernel of A has singularities at
both p = q and p = −q (antipodal point), it cannot be the fractional
Laplacian. It is natural to deduce that the complications arising on the
sphere are due to geodesics focusing at a single point (i.e. conjugate
points). If we make assumptions about the manifold (M, g) as to rule
out such behaviour, we should expect A to have a simpler expression.
This is indeed the case if we assume that (M, g) is Anosov. We will
prove the following result.

Theorem 5.5. If (M, g) is a closed connected Anosov Riemannian
manifold, the infinitesimal generator given by (5.4) can be written

A = A2α + A0

where for each ` = 2α, 0, A` ∈ Ψ`
cl(M) is a classical formally selfadjoint

pseudodifferential operator of order `.
More precisely, for each χ ∈ C∞c (R, [0, 1]) such that χ(t) = 1 for t

near 0 and supp(χ) ⊂ [0, r2
inj/2], where rinj is the injectivity radius of

(M, g), the operator (5.4) writes

A u(p) = C(n, α) p.v.

∫
M

χ(distg(p, q)
2)

u(q)− u(p)

distg(p, q)n+2α
J(p, q)dvolg(q)

+ w(p)u(p) +

∫
M

K(p, q)u(q)dvolg(q)

(5.6)
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for some smooth functions w ∈ C∞(M) and K ∈ C∞(M ×M). Here
we set J(p, q) = det dq exp−1

p .

An immediate observation is that when (M, g) is Anosov, the result
of Theorem 5.5 implies that the operator A is an elliptic pseudodif-
ferential operator with principal symbol σA (x, ξ) = −|η|2αg if α > 1/2

and σA (x, ξ) = −|η|2αg + σA0(x, ξ) if α < 1/2. Also remark that, when
(M, g) is Anosov, the trace formula of Duistermaat-Guillemin [DG75b]
implies that the spectrum of A determines uniquely the lengths of pe-
riodic geodesics.

Theorems 5.3, 5.4 and 5.5 imply the following:

Corollary 5.6. If (M, g) is Sn,Tn or Anosov, the following holds.
(i) −A extends to a formally selfadjoint Fredholm operator

−A : W s,m(M)→ W s−2α,m(M),

for all s ∈ R,m ∈ (1,∞), with non-negative discrete spectrum
and smooth eigenfunctions for all s ∈ R. The null-space con-
sists of only constant functions.

(ii) There exists A + : W s,m(M) → W s+2α,m(M) with Ker(A +) =
C · 1 and Ran(A +) ⊥ C · 1 such that

A +A = A A + = I − P
where P is the L2 orthonormal projection to the space of con-
stant functions. The Schwartz kernel of A +, GA (p, q), which
we will call the Green’s function, satisfies, for each p ∈ M and
u ∈ C∞(M),∫

M

GA (p, ·)A u dvolg = u(p)− |M |−1

∫
M

udvolg

The heat kernel etA has bounded integral kernel for all t > 0 and is
therefore trace class. Since the spectrum is discrete and the operator is
semidefinite, the solutions of the heat equation converge exponentially
in L2(M) to the constant function because Ker(A ) = C · 1. This is
an important remark because the heat kernel is precisely what governs
the probability of finding Xt at a point q if X0 = p. At last, we have
the Poincaré inequality on the sphere, torus, and Anosov case:

−
∫
M

uA u dvolg > c‖u‖2
L2 . (5.7)

for all u ⊥ C · 1.
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5.2.2. Applications to random searches. As in §5.2, let (Xt)t≥0 be a
cadlag semi-martingale that is an isotropic Lévy process with infinites-
imal generator A defined by (5.4). Let Bε(p0) be the open geodesic
ball of radius ε > 0 centred at p0. We define τε and uε by (5.3). Let
c(n, α) be the constant given by

c(n, α) :=


2−2α(1− α)Γ(1− α)2

π2
, if n = 2,

21−2αΓ(n/2− α)Γ(n/2− α + 1)

πn/2(n− 2)Γ(n/2− 1)
, if n > 3.

(5.8)

Then we have the following result, which is a more precise version of
Theorem 5.1, involving remainder terms.

Theorem 5.7. If (M, g) is a closed connected Anosov Riemannian
manifold, then:

(i) As ε→ 0, the average of uε over M has expansion
1

|M |

∫
M

uεdvolg = ε2α−n|M |c(n, α)(1 +O(E(α, ε))),

where the error term E(α, ε) is given by

E(α, ε) =


ε2α, if α < 1/2,

ε| log ε|, if α = 1/2,

max(ε, εn−2α), if α > 1/2.

(5.9)

(ii) For all ε > 0, uε ∈ C∞(M \ ∂Bε(p0)) ∩ L∞(M). Moreover, for
all p 6= p0, we have as ε→ 0

uε(p)−
1

|M |

∫
M

uεdvolg = |M |GA (p, p0) +O(E(α, ε)) (5.10)

where GA (p, q) is the Green’s function of A given by (iii) of
Theorem 5.5.

For the torus, the same result holds, up to changing the error term:

Theorem 5.8. If (M, g) is Tn, then the conclusions of Theorem 5.7
hold if we replace the error term (5.9) by

E(α, ε) =

{
max(ε, εn−2α), if α 6= 1/2,

ε| log ε|, if α = 1/2.
(5.11)

These asymptotics are similar to the ones computed in [NTT21b,
NTTT22] for the Brownian motion. When α > 0 is small the situation
on the sphere is quite different from that of Anosov manifolds. Due to
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the singularity structure of A whenM = Sn, a propagation phenomena
occurs from p0 to −p0 to create, as ε→ 0, a blowup of the quantity∣∣∣∣uε(−p0)− |M |−1

∫
M

uεdvolg

∣∣∣∣ .
We will prove that the following holds:

Theorem 5.9. If (M, g) is Sn, then:
(i) The average value of uε over M is the same as in Theorem 5.7.
(ii) For all ε > 0, we have

uε ∈ C∞ (M \ (∂Bε(p0) ∪ ∂Bε(−p0))) ∩ L∞(M)

and (5.10) holds whenever p /∈ {p0,−p0} where GA is given by
Corollary 5.6.

(iii) If n > 1 + 4α and 1 > (n− 4)α, then at p = −p0 we have∣∣∣∣uε(−p0)− 1

|M |

∫
M

uεdvolg

∣∣∣∣ =
c̃(α, n)|M |
εn−1−4α

+ o(ε−n+1+4α) (5.12)

for some c̃(α, n) > 0, which we do not make explicit.

Following Theorem 5.9, it would be interesting to understand the
generator A and the narrow capture problem in other settings than the
sphere where conjugate points appear, like Zoll manifolds for instance.
This is left for future investigation.

5.3. Proof ideas. We now briefly explain the ideas behind the proof
of Theorems 5.7, 5.8 and 5.9.

5.3.1. Pseudodifferential behaviour. The first step is to prove Theorems
5.3, 5.4 and 5.5, namely that the generator of the Lévy process is an
elliptic pseudodifferential operator (or FIO in the sphere case) of order
2α. For the sphere and the torus, the proof relies on an explicit com-
putation. However, when the manifold is Anosov, the proof relies on
the hyperbolic behaviour of the geodesic flow: the generator is shown
to be a kind of generalized X-ray transform, quite similar to the one
introduced in §2.4 (with the flat trivial line bundle), and the formalism
of anisotropic Sobolev spaces can be applied. The key lemma in the
proof is the propagation of singularities for pseudodifferential operators
of real principal type, see §A.3 where this is further discussed. Then,
Corollary 5.6 is an immediate consequence of the theory of pseudodif-
ferential operators, see (A.4).
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5.3.2. Key lemmas. Recall that, if Ω ⊂ Rn is a bounded smooth do-
main, (Xt)t>0 denotes the Brownian motion and τ denotes the exit time
of Ω for this process, then the expected exit time

u(p) := E(τ | X0 = p)

solves the equation ∆u = −1 in Ω with Dirichlet boundary condition
u|∂Ω = 0, see [Tay13, Chapter 11] for instance. We claim that the
expected stopping time for our Lévy flight satisfies similar properties
as the ones connecting the exit time of the Brownian motion to the
Dirichlet Laplacian.

Proposition 5.10. If (M, g) is the round sphere, the flat torus, or
Anosv, the expected stopping time satisfies the following properties (1 <
m < 1/α):

(i) In the Anosov and flat torus case,

uε ∈ L∞(M) ∩ C∞(M \ ∂Bε(p0)) ∩W 2α,m(Ωε),

while in the sphere case

uε ∈ L∞(M) ∩ C∞(M \ ∂Bε(±p0)) ∩W 2α,m(Ωε),

for all ε > 0.
(ii) One has the fundamental relation:

A uε = −1, on Ωε := M \Bε(p0), uε = 0, on Bε(p0). (5.13)

This is very similar to the equation satisfied by the expected exit
time for the Brownian motion. Note, however, that due to the non-
locality of the generator A , the boundary condition u = 0 on ∂Ω in
the Laplacian case has to be replaced here by uε = 0 on Bε(p0). This
will actually create a lot of troubles in the proofs and showing (5.13)
actually requires some effort.

Using (5.13), we can introduce Fε ∈ D′(M) such that

A uε = Fε − 1Ωε . (5.14)

By construction, Fε is a distribution supported inBε(p0). An important
idea will be to study the properties of Fε (and not that of uε directly),
and then to deduce properties from (5.14) properties for the expected
stopping time uε.

Before stating the result, we need to introduce some notation. First,
we introduce rescaled geodesic coordinates centred at p0: let (e1, ..., en) ∈
Tp0M be a orthonormal basis and define ψε : Bn → Bε(p0) by

ψε(x) := expp0(εx1e1 + · · ·+ εxnen). (5.15)

The following holds:
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Proposition 5.11. The distribution Fε ∈ D′(M) satisfies:
(i) supp(Fε) ⊂ Bε(p0) and Fε ∈ C∞(M \ ∂Bε(p0)),
(ii) uε = A +(Fε − 1Ωε) + Cε where

Cε := |M |−1

∫
M

uε(p)dvolg(p)

= ε2α−n|M |c(n, α)(1 +O(E(α, ε))),

(5.16)

and c(n, α) is given by (5.8) and the error term E(α, ε) is

E(α, ε) =


ε2α, if α < 1/2,

ε| log ε|, if α = 1/2,

max(ε, εn−2α), if α > 1/2.

(5.17)

(iii) Fε ∈ Lm(Bε(p0)) ∩ C∞(Bε(p0)) for all m ∈ (1, 1/α) and in the
coordinate system (5.15), Fε has expansion

Fε(ψε(x)) = −|M |
εn

(∫
Bn

dx
(1−|x|2)α

)−1 (
1

(1−|x|2)α
+OLm(Bn)(E(α, ε))

)
.

(5.18)

Remark 5.12. If (M, g) is Tn, then the error term (5.17) can be replaced
by (5.11).

Although the statements may sound natural, the proof of Proposi-
tions 5.10 and 5.11 is actually involved, due to the nonlocality of the
generator A which causes trouble understanding the analytic proper-
ties of uε, Fε on ∂Bε(p0). We mainly follow the strategy of [Get61]
which deals with a similar problem in a simpler setting where A is the
fractional Laplacian in Rn.

5.3.3. Structure of the argument. Propositions 5.10 and 5.11 do not
reflect the structure of the argument: basically, the main issue is that
we cannot show directly that A uε = −1 on Ωε. The idea, somehow,
is to revert the logic of the argument. First, let us make some quick
observations. Assuming that the fundamental equation A uε = −1
holds on Ωε = M \ Bε(p0) and uε = 0 on Bε(p0), that is, (5.14) holds,
we get by applying A + to both sides of (5.14) that

A +A uε = uε − |M |−1

∫
M

uε(p)dvolg(p) = A +(Fε − 1Ωε),

that is A +(Fε − 1Ωε) = uε − Cε. Since uε vanishes on Bε(p0), we thus
get:

A +(Fε − 1Ωε) = −Cε, on Bε(p0). (5.19)
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Moreover, integrating (5.14) with respect to dvolg, we get

〈Fε, dvolg〉 = |Ωε|. (5.20)

The pair of equations (5.19) - (5.20) with unknowns (Fε, Cε) will be
called the integral equation. The argument then goes as follows:

Step 1: Existence and uniqueness to the integral equation. First,
we construct a pair of solution (F̃ε, C̃ε) to the integral equation (5.19) -
(5.20) such that F̃ε has support in Bε(p0) and control precisely its ana-
lytic properties, that is, show that it satisfies the content of Proposition
5.11. More precisely, we show:

Proposition 5.13 (Existence and uniqueness of regular solutions to
the integral equation). Let (M, g) be either Anosov, the flat torus, or
the round sphere. For ε > 0 small enough, there exists a unique F̃ε ∈
Lm(Bε(p0)) ∩ C∞(Bε(p0)) with m ∈ (1, 1/α) and constant C̃ε solving
(5.19) - (5.20). Moreover, C̃ε satisfies the expansion (5.16) and F̃ε
satisfies the expansion (5.18) in Proposition 5.11.

Step 2: Uniqueness of solutions to the fundamental equation. We
then set

ũε := A +(F̃ε − 1Ωε) + C̃ε. (5.21)
By construction, the distribution ũε satisfies A ũε = −1 on Ωε, ũε = 0
on Bε(p0). Moreover, as a consequence of Proposition 5.13, ũε lies in
some Sobolev space of positive regularity, that is, ũε ∈ Ẇ 2α,m(Ωε),
where:

Ẇ 2α,m(Ωε) :=
{
u ∈ W 2α,m(M) | supp(u) ⊂ Ωε

}
.

We then show that the following uniqueness result holds:

Proposition 5.14 (Uniqueness of regular solutions to the fundamental
equation). Let (M, g) be the round sphere, the torus, or Anosov. Let
w ∈ Ẇ 2α,m(Ωε), 1 < m < ∞. Assume that A w = −1 on Ωε. Then
w = uε.

This uniqueness result should be compared with [Get61, Corollary
5.1]. Proposition 5.14 will therefore imply that uε = ũε ∈ Ẇ 2α,m(Ωε)
satisfies the fundamental equation A uε = −1 on Ωε. The idea behind
Proposition 5.14 is to use an integral representation formula relating
uε to the generator of a bounded semi-group on Ωε.

The proofs of Propositions 5.10 and 5.11 are then straightforward,
combining both Propositions 5.13 and 5.14.
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Proof of Proposition 5.10. By the previous Propositions, we have that
uε = ũε ∈ Ẇ 2α,m(Ωε) and uε satisfies the fundamental relation (5.13).
Moreover, in the case of Anosov manifolds or the torus, uε ∈ C∞(M \
∂Bε(p0)) follows from standard elliptic regularity since uε = 0 inBε(p0),
A uε = −1 on Ωε and A is pseudodifferential elliptic. In the sphere
case, we get similarly that uε ∈ C∞(M\∂Bε(±p0)) by elliptic regularity
of A (up to antipodal points). �

Proof of Proposition 5.11. It suffices to prove that F̃ε = Fε, where Fε
is defined by (5.14) and F̃ε solves the integral equation (5.19) - (5.20),
and similarly that C̃ε = Cε. But by definition of ũε in (5.21), and by
(5.14), one has using Proposition 5.14:

ũε = A +(F̃ε − 1Ωε) + C̃ε = uε = A +(Fε − 1Ωε) + Cε.

Integrating the previous equation over M yields Cε = C̃ε. Hitting the
previous equation with A then yields Fε = F̃ε. This concludes the
proof. �

5.3.4. Proof of the stopping time asymptotics. We show how Theorems
5.7, 5.8 and 5.9 can be deduced from Propositions 5.10 and 5.11. We
only deal with the Anosov case in order to simplify the exposition.

Proof of Theorem 5.7. First of all, observe that, using Proposition 5.11,
the following holds: let G ∈ D′(M) be smooth in a neighourhood of
p0, then for all ε > 0 sufficiently small,∫

Bε(p0)

Fε(q)G(q)dvolg(q) = |M |G(p0) +O(E(α, ε)), (5.22)

where E(α, ε) is given by (5.17).
We now fix p 6= p0 assume that ε > 0 is sufficiently small such that

p /∈ Bε(p0). Since uε − Cε = A +(Fε − 1Ωε), we have:

uε(p)− Cε =
(
A +1Bε(p0)

)
(p) +

∫
Bε(p0)

GA (p, q)Fε(q)dvolg(q).

= O(εn) +

∫
Bε(p0)

GA (p, q)Fε(q)dvolg(q).

Since A + is a pseudodifferential operator, GA (p, q) is smooth away
from the the set {p = q}. Since we have taken ε > 0 so that p /∈ Bε(p0),
Fε(q) is integrated against a smooth function of q. We now use the
expansion produced in (5.22) to get

uε(p)− Cε = |M |GA (p, p0) +O(E(α, ε)).
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Recalling now that Ωε = M \ Bε(p0) and Cε = |M |−1
∫
M
uε(q)dvolg(q)

has expansion given in Proposition 5.11 concludes the proof of Theorem
5.7. �
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Appendix A. A Hitchhiker guide to microlocal analysis

We refer to [H0̈3, H0̈7, Shu01, GS94] for an extensive treatment of
pseudodifferential operators on closed manifolds.

A.1. Definitions. First properties. Ellipticity. LetM be a closed
n-dimensional manifold. For k ∈ R, we define Sk(T ∗M) ⊂ C∞(T ∗M),
the space of symbols of order k, as the set of smooth functions a sat-
isfying the following bounds, in any coordinate chart U ⊂ Rn: for all
α, β ∈ Nn, there exists C := C(U, α, β) > 0 such that

∀(x, ξ) ∈ T ∗U ' Rn × Rn, |∂αξ ∂βxa(x, ξ)| ≤ C〈ξ〉k−|α|. (A.1)

It can be checked that (A.1) is invariant by diffeomorphism, which
implies that Sk(T ∗M) is intrinsically defined onM.

We define Ψ−∞(M), the set of smoothing operators, as the space
of linear operators on M with smooth Schwartz Kernel. Denote by
Op a quantization procedure onM, given in a local coordinate patch
U ⊂ Rn by:

Op(a)f(x) =
1

(2π)n

∫
Rnξ

∫
Rny
eiξ·(x−y)a(x, ξ)f(y)|dy||dξ|,

where a ∈ Sk(T ∗U) and f ∈ C∞comp(U). The set of pseudodifferential
operators of order k ∈ R is then defined as

Ψk(M) :=
{

Op(a) +R | a ∈ Sk(T ∗M), R ∈ Ψ−∞(M)
}
.

It can be checked that Ψk(M) is intrinsically defined and independent
on the choice of quantization Op.

There exists a well-defined principal symbol map σ : Ψk(M) →
Sk(T ∗M)/Sk−1(T ∗M) such that we have the following exact sequence:

0 −→ Ψk−1(M) −→ Ψk(M) −→ Sk(T ∗M)/Sk−1(T ∗M) −→ 0.

The elliptic set ell(A) ⊂ T ∗M\ {0} of an operator A ∈ Ψk(T ∗M) is
defined as the (open) conic set of points (x0, ξ0) ∈ T ∗M\{0} such that
there exists a constant C > 0 such that the following holds:

|ξ| ≥ C and dS∗M ((x, ξ/|ξ|), (x0, ξ0/|ξ0|)) < 1/C

=⇒ |σA(x, ξ)| ≥ 〈ξ〉k/C.
(A.2)

Here dS∗M is any metric on the cosphere bundle S∗M := T ∗M/R+,
where the R+-action is given by radial dilation in the fibers of T ∗M.
An operator is said to be elliptic if ell(A) = T ∗M\ {0}. The charac-
teristic set Σ(A) of an operator is the closed conic subset defined as
the complement of the elliptic set in T ∗M.
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Example A.1. Let X ∈ C∞(M, TM) be a vector field on M, seen
as a differential operator of order 1. Then, its principal symbol is
σX(x, ξ) = i〈ξ,X(x)〉 and thus, using (A.2), it is immediate to check
that Σ(X) = {〈ξ,X(x)〉 = 0} and ell(A) = (T ∗M\ {0}) \ Σ(X).

The important property of elliptic operators is that they are invert-
ible modulo smoothing remainders:

Lemma A.2. Let A ∈ Ψk(M) and further assume that (x0, ξ0) ∈
ell(A). Then, there exists χ ∈ S0(T ∗M), supported on a small conic
neighborhood of (x0, ξ0) and equal to 1 on a smaller conic neighborhood
of (x0, ξ0), and B ∈ Ψ−k(T ∗M), RL, RR ∈ Ψ−∞(M) such that

BA = Op(χ) +RL, AB = Op(χ) +RR.

In particular, if ell(A) = T ∗M\{0}, one can take χ = 1 and Op(1) =
1.

The wavefront set WF(A) (or the microsupport) of an operator A ∈
Ψk(M) is the (closed) conic subset of T ∗M\{0} satisfying the following
property: (x0, ξ0) /∈ WF(A) if and only if for all m ∈ R, for all b ∈
Sm(T ∗M) supported in a small conic neighborhood of (x0, ξ0), one has
AOp(b) ∈ Ψ−∞(M). In other words, the complement of the wavefront
set of A is the set of codirections where A behaves as a smoothing
operator.

The wavefront set WF(u) of a distribution u ∈ D′(SM) is the
(closed) conic subset of T ∗M \ {0} satisfying the following property:
(x0, ξ0) /∈ WF(u) if and only if there exists a small open conic neigh-
borhood V of (x0, ξ0) such that for all k ∈ R, for all A ∈ Ψk(M) with
wavefront set contained in V , one has Au ∈ C∞(M). The wavefront set
captures the set of (co)directions in which the distribution is irregular.

A.2. Sobolev spaces. Elliptic estimate. Let g be an arbitrary met-
ric on M and denote by ∆g ≥ 0 the nonnegative Hodge Laplacian
acting on functions. For all s ∈ R, the operator (1 + ∆)s defined
using the spectral theorem (applied to the selfadjoint operator ∆g on
L2(M, volg)) is an invertible pseudodifferential operator of order 2s.

For s ∈ R, u ∈ C∞(M), we set

‖u‖Hs := ‖(1 + ∆)s/2u‖L2 , (A.3)

and define Hs(M) to be the completion of C∞(M) with respect to
the norm (A.3). Note that Hs(M) is intrinsically defined, that is,
it is independent of the choice of metric g, and changing the metric
only changes the norm (A.3) by an equivalent norm. A distribution
u ∈ D′(SM) is said to microlocally Hs near (x0, ξ0) ∈ T ∗M \ {0} if
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the following holds: there exists a small open conic neighborhood V
of (x0, ξ0) such that for all A ∈ Ψ0(M) with WF(A) ⊂ V , one has
Au ∈ Hs(M).

The following boundedness result for pseudodifferential operators
holds: for all k ∈ R, A ∈ Ψk(M) and s ∈ R,

A : Hs+k(M)→ Hs(M) (A.4)

is bounded. In particular, combining the parametrix construction of
Lemma A.2 for elliptic operators and the boundedness (A.4), one ob-
tains the following:

Lemma A.3. Let A ∈ Ψk(M) be an elliptic pseudodifferential opera-
tor. Then, for all s ∈ R, N > 0, there exists a constant C > 0 such
that: for all u ∈ C∞(M),

‖u‖Hs+k ≤ C (‖Au‖Hs + ‖u‖H−N ) . (A.5)

Moreover, if u ∈ D′(M) is merely a distribution, u ∈ H−N(M) and
Au ∈ Hs(M), then u ∈ Hs+k(M) and (A.5) holds.

We now describe a similar bound to (A.5) in the case where A is not
elliptic but of real principal type. This is known as the propagation of
singularities for pseudodifferential operators.

A.3. Propagation of singularities. Let P ∈ Ψm(M) be a pseudo-
differential operator. We will say that P is of real principal type if its
principal symbol is real-valued and homogeneous (of orderm). For such
an operator, we denote by HP ∈ C∞(T ∗M, T (T ∗M)) the Hamilton-
ian vector field on T ∗M (equipped with the standard Liouville 2-form)
generated by the principal symbol σP , and by (Φt)t∈R the Hamiltonian
flow it generates.

Lemma A.4. Let P ∈ Ψm(M) be a pseudodifferential operator of
real principal type. Let A,B,B0 ∈ Ψ0(M) such that the following
holds: for every (x, ξ) ∈ WF(A), there exists a time T > 0 such that
Φ−T (x, ξ) ∈ ell(B) and for all t ∈ [0, T ], Φ−t(x, ξ) ∈ ell(B0). Then,
for all s ∈ R, N > 0, there exists a constant C > 0 such that: for all
u ∈ C∞(M),

‖Au‖Hs+m−1 ≤ C (‖Bu‖Hs+m−1 + ‖B0Pu‖Hs + ‖u‖H−N ) . (A.6)

Moreover, if u ∈ D′(M) is merely a distribution, u ∈ H−N(M) ,
Bu ∈ Hs+m−1(M) and B0Pu ∈ Hs(M), then u ∈ Hs+m−1(M) and
(A.6) holds.

An important case where this propagation result is used is with P :=
−iX ∈ Ψ1(M), where X is a smooth vector field onM: this appears in
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§2.4 for the study of the (generalized) X-ray transform and in §5.3.1 in
order to show the pseudodifferential behaviour of the generator of Lévy
flights on Anosov manifolds. By Example A.1, the principal symbol of
P is σP (x, ξ) = 〈ξ,X(x)〉 and the Hamiltonian flow generated by HP

is simply given by Φt(x, ξ) = (ϕt(x), dϕ−>t (x)ξ), the symplectic lift
of the flow (ϕt)t∈R generated by X. (Here, −> stands for the inverse
transpose.)
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